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EXECUTIVE SUMMURY

loannis Sarivougioukas, Constantinos and Orsalia, Ph.D., Computer Science
Department, University of loannina, September, 2015, “ Formal description of the
Home UbiHealth model using Denotational Mathematics”, Mentor: Dr. Isaac Lagaris.

Science and engineering support Healthcare contributing in well-being and prosperity.
The scientific attainments complement the technological achievements of nano-
technology, communications, and computing developing sustainable paradigms.

The discrete levels of Health Systems are challenged by the scarcity of medically
controllable facilities. The tertiary and secondary levels of the Health Systems strive
to provide extremely specialized and costly hospitals. At the primary level,
distinguished into formal and informal, the limited availability of health centers and
medical offices of formal Primary Care raises issues related with medical risks,
funding, and equity in access. The informal Primary Care refers to the provision of
healthcare services at medically uncontrollable environments such as at homes.
Research efforts for the provision of medical services at home, Home Healthcare,
confronted by limited standardization in the domestic environment and adopted the
use of technological paradigms such as Smart Home, Internet of Things, Cloud
Computing and Ubiquitous Computing along with the medical paradigm of Medical
Home in Primary Care. The challenges refer to make the informal Primary Care
medically controllable capable to substitute specific accountabilities of the rest of the
levels of the Health System reconfiguring the complex flows of information within
the house and among Government Agencies, Health Authorities, Social Security,
Insurances, and the Market.

Home can be medically administrable with support from ubiquitous computing,
adopting principles of Smart Home, relying on Internet of Things, and using Cloud
Computing for its systemic integration. Home healthcare in ubiquitous computing
environments, Home UbiHealth, must incorporate software with principles of
autonomy, mobility, migration, and polymorphism.

The complex healthcare processes, inside and outside of the house, requires the design
and implementation of complicated software applications. Analytical mathematics
have limited expressiveness along with the disadvantage of large volumes of tedious
analyses and methods due to extensive calculations. Moreover, algebra and calculus
are incapable to manipulate medical concepts, and formally describe the dynamic
behavior of software applications.

The contribution of this research work is the capability to describe rigorously and
formally with Denotational Mathematics the Home UbiHealth model. In particular,
this research work provides a tool set in a formally given framework for the
description of the behavior of software ahead of its implementation.
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EXTENDED ABSTRACT

Ioavvng Zapifovyovkog, tov Kovotavtivov kar g Opooriog, Ph.D., Tunua
Mnyovikov H/Y «ow ITinpogopiknig, IMavemotiuo Ioavvivov, lodviog, 2016,
“Tomikn  mepypoen tov poviéhov Home UbiHealth pe ypion Anlotikodv
MoOnpatikaov”, Emprénov Kabnynmg: Ioadk Aayopng.

To mepipdArov Tov omtiod kabictaton £x0pucd yia Tig Te)voroyieg [TAnpopopikng Kot
Boitatpikodv epapuoydv AOY® ™G EAAEWYNG TLTOTOINONG KOl TOV OVEEEAEYKT®V
ocuvnkov mov emkpatovv. Emiong, M tumikn meprypo@n CLOTNUATOV Kot
TOPEXOLEVOV VINPECIOV Yyelog HE OVOALTIKA HoONUOTIKA omottel EKTETAUEVEG,
nepimhokeg kot e€avtAnTikd Aemtouepelc meprypagés. o mopddetypa, o pvOuog
£KYLONG VGOLAMVNG UIOG ERPLTEVUEVNC avTAlog umopel vo vToAoyloTel pe akpifela
Kol Vo TEPLYpaPel TO GUOTNUA TUTIKE YPNCULOTOIDOVTNS OPOPIKEG EEICADGELS,
AmoTOVTOS TAN00G TOAOTAOK®V aAYERPIK®V TTPAEemV Kot €kTevh ekmaidevorn. Ev
TOUTOLG, Ol OVOALTIKEG padnuoatikés pébodot mapéyovv pev akpiPn otoryeion aArd
yperdleton va kotafAndel emmAéov mpoomdbeio pe podnuotikég peddoovg yo v
Mym TANPoPOpPLOV OV GYETILOVTOL LE TNV AELTOVPYIKOTNTO KOl TNV GUUTEPLPOPE.
70V cvotHpoTog [1].

Mo mv ékepaom kot TV emkowvmvia HETOED TOV ETUEPOVS AVOAVTIKOV HEBOd®V
TOV OVOALTIKOV Hodnpatikav, omatteiton n kotafoin tpdcbetng mpoonddetag pe v
YPNOTM KATAAANA®V padnuotikov pebodwv, dnwg copfaivel pe v peETOQOpPE TV
ATOTEAECUATOV €MALONG O10POPIKAOV EIGMCEMY TOV TOPASEIYHATOS GE GAAOVG
podnpatikovg topeic 6nwg n Aoy, o m-Aoyiopdc, n Ocwpio Katnyopidv kot ta
diktva Petri. Emumiéov, ot 1810TnTeg Kol TO YOPOKTINPLOTIKG TOL  AldyvTov
Ymoloyiopo¥ pumopovv va vrostnpi&ovy v moapoyr vanpectdv Y yelag 610 Xmitt evd
vioBetdvtag Ki GAAEG TEYVOTpOTieg Onwwg to Atadiktvo tov Ilpaypdtov kot o
Y7noAoylopodg o610 ZUVVEQPO UTOPOVV VO GLYKPOTHGOLV VED HLOVIEAD Kol VEEG
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XV

Yt00epoi, opNTOl Kol EUPLTELUEVOL AICONTAPES KOl UNYavIoUol gvepyomoinomg
OLOKEVOV Kol PlOlTPIKOV OOTAEEDMV GVYKPOTOVV VTOGLGTHUOTO TO OTTO10L LITOPOVV
vo  €EUmMPETHOOVY  EEATOUIKEVIEVOLG  LOTPIKOVG GKOTOLG OTO TEPPAAAOV  TOL
Atbyvtov YmoAoyiopol, Aapfavovtog vaoyn T TPOTNGCELS TOV VITOGTNPLLOUEVOD
acBevi. Ot 0140TapPTEG CLOKEVEG OTO XmiTL GLVEPYALOVTOL EITE EMKOIVOVAOVTOG
amevdeiog peTa&y Toug 1 UECH EVOLAUECSHOV GLOTNUATOV EEAYWYNG CUUTEPACUATMV
OV EMITPEMOVV TNV GLAAEITOVPYIO GLUGTNUATOV HECE® TNG ONUEOAOYIKNG KOt
EVVOL0AOY1KT TOVG cuvepyasiog. [ v meptypaen g cvAlettovpyiag, aratteitat o
OpIOUOG €VOC TLMKOD UaONUATIKOV TAOIGIOL Yo TNV Oloyelplon EVVOLOAOYIKMV
JlEPYOCIDV KOl CIUELOAOYIKAOV EVVOLDV TOL £XOVV MG OKOTO TNV GTOXELOUEV AW
ATOPACEMV Yo TNV Ka0odNyNnon aveEapTnTOV QUCIKMY GUCKEVMOV.

[Ma Tov peTaoyMUATIGHO GNUATOV Kol TPOTOYEVOV oToeimv 6e 0pBEg Kol TANpELg
TAnNpoopiec amarteiton pe doun Té€Tole Mote vo. pmopel va enefepydletol to
noporopPovopeva dedouéve GUVOETOVTOS KOl OVATTOGGOVTOS TANPOPOPIES. XNV
OULVEYELD, Ol TANPOPOPIEG UETATPEMOVTOL KOL GLYKPOTOLV OiKTLO GLOYETILOUEV®V
EVVOLDV, O0edoUéVNG TG VITOGTNPLENG OO EVOESELYUEVT] YVADOT EVIILEP®V 1UTPIKMV
ta&wvolidv Kot AopBdvoviag vmoyn Tovg €EATOUIKELUEVOLS TEPLOPIGUOVS OV
a@opovv tov acBevn pe KatdAinAeg demapéc. H duadpaon peta&d tov kOppwv tov
OLUYKPOTOVUEVOD OIKTVOV EVVOLDV EAEYXETOL OO oLOTNUO EAEYYOL TO OmOio
dwyepiletan v emkowvovio petalh TOV EVVOLOV Kol TNV TEMKT OLOUOPP®CT TOV €V
AOY® O1KTOOL MOGTE va. emTvyydvovTol kKiBe opd ot TIBépevol wTpikol okomol kot
oTOYOL VIO TO TPioUA TOV EEATOUIKELUEVOV OTPIKAOV avayk®v tov acBevr). To
oVoTNUA EAEYYOL AQUPAVEL OTOPACELS KO LETAPEPEL TO, ATOTEAEGLATO TNG SLAOPOCTC
HETOED TMV EVVOLDV OTIC OETOPES TOV GLOKELMV TOL LooTNpilovy Tov acBevr|. H
QLOIKN OPUCTNPLOTNTO YIVETOL KOTOANTT GE KOTAAANAQ YPOVIKO OlOGTILOTO Kot
npokoieiton emefepyacio 1 omolo EMOTPEPEL TIG TIWES TOV TOPAUETPOV TOV
eEAYOUEVOV  GLUTEPAGUAT®V OTIC GUOKEVEG TOL  GLAAEITOLPYOVV GTO (PLGIKO
nepPaALoV TOL ZmTI00.

Ot depyacieg mov AapPdavovv yopa kot eEgdicoovtal oto mepiPdiiov tov Home
UbiHealth neplopilovtar and ta epappolopevo eEATOUKEVUEVA 1UTPIKE TPOTOKOAL
Kol TIg 00Myieg Y v Oepaneio tov asbevn. H drodkocio petatponic 0edopuévay o€
EVVOLEG KOL 1) TTEPAUTEP® OLOYEIPIOT TOV EKTEAOVUEVOV EPYOCLOV TPOYUOTOTOLEITOL

epappoloviag Alyefpa Atepyacidv [2] enl TV GLYKPOTOVUEV®OV UETO-OLEPYOCLDYV
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eV M OJloyelplon TtV evvolmv mpayuatonoeitar pe v AlyePpa Evvounv [3]
epapuolopevn emi dwtvov evvolwv. H adyePpikn Owayeipion mpokoaAel v
SUOPPMOT] ECOTEPIKMY VTOCLOTNUATOV TO, 07Ol EAEYYOVTOL Ko dtarxelpilovton pe
™V ouvopoun epyoreiov amd tv Oswpio. EAéyyov Ommg Yo mapdderypa, Tng
e eyEoOTNTAG, NG MOpOTNPNoWOTNTOG, TG €votdbelng,  otabepotnTog,
GLVTNPNGLOTNTOC, TPOGRAGILOTNTOS KOl TNG OVIXVELCIUOTNTAS Yol TNV LAOTOINoT
eCOTOLKEVUEVAOV 1ATPIKDV OEPATEVTIKMOV TPOGEYYIGEMV.

AvEavopevou tov aplBpod GuokeLOV TOV VTooTNPifovv Tov acbevr oTo Xmitt,
ALEAVEL AVOAOYIKE O YPOVOS VITOAOYIGTIKNG £megepyaciog Kol GUVETMS, N amdKpLoN
0V cvotipatog EBivel amortdvtog pvOucTikég mapepufdaoeic. I v avramdkpion
o010 Opto emeEepyaoiag, TPOooapuoleTanl TO EMMESO SlOKPITOTNTOC TMOV EVVOLDV
VTOGTNPLOUEVO O KOTAAANAL HOVTELD YVOONG Kot vonong. M’ dAla Aoy, dv to
eMINEdO SLOKPLTHTNTOG TOV EVVOLDY €VOG OIKTOOVL EVVOLDV TPOKOAEL ATOKPIOT EKTOC
TOV TPOKAOOPIoUEVOV 0pimV amddoong TOTE 1| dKPLTOTNTA popel va pelwbel mote
va acknBel €EAeyxog 61O OIKTLO EVVOLOV pE AydTEPO YOPOKTNPIOTIKAE. Avtifeta, og
TEPIMTMOGELS EVVOLOAOYIKAOV ovTIfEGE®V, 1 dtokprtodtnta umopet va avénbel dote va
avayfetl 1o TpOPANUA o€ YOUUNAOTEPO EMIMEOO EVVOLDV Y10 TNV AVADEEN KOl €V TEAEL
v pUOUION TOV TOPAYOVIWV TOL TPOKAAOVV OVTIOEGELS.

Ta Anlotkd Moadnpatikd opilovv t0 TAGIGIO Yoo TNV TUTIKN TEPLYPAPT| TNG
OTOTIKNG KOl OLVOUIKNG GUUTEPLPOPAS TOV HOVTEAOL Voonieiog oto Xmitt o€
nepfaAlov Atdyvtov Ymoloywopod 1 Home UbiHealth. To mAaicio dioyepileton
EVVOLEG TOV OAANAETIOPOVV Y10 VO, EMTVYOVV EKEIVEC TIG CLUGYETIGELG TOV EMTPETOVY
TNV 10TPIKN KOl VOCNAELTIKY] EE0TOMKEVLCT] TV VANPECIOV 6TO Xitl. A&l0mo1dVTaG
KOATAAANAEG dlEmaPEG, ol emayyelnaties Yyelog Hmopovv vao, ETKOIVOVIIGOVY, TOTIKA
Kot omd poKpll, PE TO €V AOY® CUGTNUO VTOCTNPLENG OTO ZTTL YPNCLOTOIDVTOS
VONTIKEG TPOGEYYIGELG YMPIC TNV VITOYPEMSN TPOGIOPIGHOV TIUADV G UETARANTES Kot

aEl0TOIMVTOS TV AVATTUGCOUEVT] VO o).
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UbiComp (Ubiquitous Computing) is the term introduced by Mark Weiser in
1988 [1.1] to describe an alternative human-computer interaction. UbiComp refers to
the post-desktop period where data is integrated within the surrounding devices-
objects when carrying out the everyday activities. The use of the surrounding devices
is performed unconsciously[1.2], without paying attention to the use of the device,
the same way some is using the eye-glasses, focusing on the performing task instead
of the use of the employed tool. For this reason, the UbiComp requires the readiness
of the surrounding devices to be available anywhere and at any time [1.3]. The
unconscious use of the surrounding devices allows them to enter the user’s world
[1.4] because the devices operate consciously striving to serve the user in an
intelligent manner, instead of following the virtual reality paradigm where the user
enters the world of the computing devices. The employed computing devices can be
classified with respect to their mobility property as stationary, portable, wearable, and
implantable [1.5]. The availability of computing devices and sensors stimulated
research initiatives such as the Smart Home paradigm [1.6] and Telemedicine

applications requiring the property of sustainability [1.7]. As illustrated at Figure-1.1,
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Figure-1.1 Sustainability features of ubiquitous computing.
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and spending -
Epidemiological
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Reduced re-
hospitalizations -
Readiness

Patients’ needs
satisfaction -
Reporting

Quality -

Reduced
administrative costs

Table-1.1 Stakeholders Benefits.

these applications require the property of sustainability [1.8] due to their significant
impacts on economic activity, society, and healthcare in ordinary everyday life.
Successful research efforts achieved the provision of monitoring services at home
[1.9] following particular parameters such as vital signs or glucose level in blood, and
monitoring aspects of the daily activity.

UbiComp facilitated healthcare for the development of e-Health which
evolved into m-Health with the proper adoption of mobile devices and software
applications [1.10]. An alternative approach considers the use of Smart Home

paradigm [1.11] from the Healthcare point of view. The success of any proposed
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Healthcare model [1.12] must present stable equilibrium among its constituting
components, i.e., the Environment, the Society, and the Economy. The Environment
represents the ecosystem of typical a house and its relations with external medical
professionals, the involved Authorities, and the members of the Market [1.13].
Economy represents the infrastructure of money flows between the healthcare
suppliers and consumers of products and services [1.14]. The Society factor of
sustainability refers to all members of Society participating in the provision of
healthcare at home [1.15]. Table-1.1 presents an indicative list of stakeholders
according to their position with respect to the house. Hence, the development of a

model must obey the sustainability prerequisites in order to achieve its mission.

1.1 From e-Health to m-Health

The introduction of Information and Communication Technology (ICT) led to
the development of Enterprise Resource Planning (ERP) systems [1.16] applied on
closed and controllable medical environments. The provided electronic healthcare
(eHealth) services spanning from e-scheduling, e-prescriptions, e-payments, to
electronic medical records (EMR), aim at the efficient management of the level of
quality [1.17] of medical services, the reduction of the involved costs, and the
patients empowerment administering their own information. However, e-Health
inherits the complexity of healthcare [1.18] processes originated from multiple
sources involving geographical, educational, cultural, religious, social, professional,
economical, and political factors that directly affect diseases and burdens morbidity
and mortality rates.

e-Health implementations are missing widely acceptable standards [1.19],
e.g., codifications in hospitals, limiting the continuity of medical information flows.
The continuity of information flows among ERPs forms network-centric healthcare
services developing three domains [1.20]: the physical, the information, and the
cognitive domain. The physical domain refers to the environment of healthcare
services affected by the physical means and factors such as the personnel’s training,
the patients’ culture, the financing, and the political environment. The information
domain refers to the cycle of information’s life, from spawning to dissemination and
final storage, as well as the development of knowledge from processing related
information. The cognitive domain refers to the interrelation of the realized human

factors in the execution of the related activities such as organization, experience,
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motivation, and intuition. Therefore, e-Health requires continuity in the flows of
information [1.20] within compatible physical, information, and cognitive domains.
Wireless communications extended the desktop paradigm of e-Health to
mobile healthcare (mHealth) services. Mobile computing and communication devices
adopt wireless communication protocols, e.g., the global system for mobile (GSM),
forming hierarchical networks based on the proximity connection distance
accomplishing real-time processing of m-Health services [1.21]. The developed m-
Health systems can be classified [1.22] according their use into (i) administrative
tasks such as m-scheduling and m-prescriptions, (ii) supporting tasks occurring on
user’s behalf such as e-billing, and (iii) medical tasks achieving the interconnection
of the patient with the healthcare providers such as m-diagnostics or m-monitoring.
The m-Health applications present the characteristics [1.23] of the immediacy in
emergency cases, interactive remote consultation, patients’ empowerment,
personalization and continuous health monitoring with personalized adapted sensors.
The spread of m-Health is limited by the lack of m-protocols that achieve the
development of m-services integrated or connected with e-Health systems, the
associated communication costs, the scarcity and the cost of medical professionals for
setting up real-time consultation sessions, the payment methods for the provided m-
Health professional services, and the incapability to present substantial positive

economic impact [1.24].

1.2 Smart Home

Smart Home refers to the paradigm of interconnecting electrical home
appliances and the associated services can be controlled, monitored, and accessed
even remotely [1.25]. The operation is performed without interventions making
decisions based on the developed, each time, context, applying predetermined logic
and invisible computing [1.26]. The model directly addresses issues related to
security, entertainment, and home environment while the healthcare maters emerged
as a natural consequence [1.27]. The reduction of the production cost of small in
scale devices that can be embedded in many objects making them almost invisible
and operating without connecting wires developed the necessary prerequisites for the
first implementations of the model. The massive production of low cost products
such as sensors, proximity cards, radio-frequency identification (RFID) artifacts and
other smart devices of reduced size incorporating with computing devices supported



5

by adequate software deployments provide the capability to function according to the
developed context. Hence, software applications incorporate and synchronize the
interconnected smart devices [1.28].

The ubiquitous computing paradigm in the development of the Smart Home
model raises technical and social issues [1.29] related with the following issues:

e Use: the operation is achieved with minimal habitants’ interventions due to
smart devices capabilities to learn from the residents’ behavior through
sensors such as recognizing gestures or voices. However, the existing houses
were not designed to facilitate such systems as the initiative of Aware Home
at Georgia Tech.

e Interoperability: appliances from different manufacturers are called to
participate obtaining the desired functionality in an unplanned interoperability
scheme, controlled by a centralized local computing service without using
user-interfaces.

e Administration: the model self-recovers from failures activating processes and
initiating procedures for assistance on behalf of the habitant. The system
performs software updates and raises notifications to the user concerning
hardware failures.

e Reliability: the implementations never experience crash-conditions and the
design of the model’s control must be modular prohibiting the failure of a
subsystem to affect the rest of the system. The introduced autonomy must
anticipate the system from false inputs sensing multiple signals protecting the
network against attacks due to critical decisions concerning the habitants’
safety.

e Inference and ambiguity: mechanical failures, interference, and white nose
oblige the system to make decisions on low quality data. Control schemes
track the expecting behaviors providing the availability to users to override
made decisions.

e Adaptability: the software applications must adapt to the dynamically

evolving conditions at home by changing frequently targets and aims.

The availability of wirelessly connected sensors and actuators supported by databases
and software applications permits the extension of the developed model over the

internet achieving cloud-based Smart-Home implementations [1.30].



HEALTH POPULATION HEALTHCARE LEVEL
STATE

nHeaIty Largest portion of all ages Primary

uCrisis

iChronic

Smallest portion Secondary, Tertiary
Largest portion among the aged includingPrimary, Secondary

the handicapped and the impaired or/and Tertiary

Table-1.2 States of Health.

1.3 Home Healthcare

Healthcare is concerned with the health states of the healthy, those facing
some crisis, or live with some, temporary or permanent, diagnosed disease or
disability, as reported in Table-1.2. Home healthcare is concerned with all three
classes to obtain the best possible status [1.31]. The Canadian Institute for Health

Information in 1999 published [1.32] the following definition about Home Care:

“A range of health-related, social and support services received at
home. These services enable clients incapacitated, in whole or in part,
to live in their home environment. These services help individuals
achieve and maintain optimal health, well-being and functional ability
through a process of assessment, case co-ordination, and/or the
provision of services. Service recipients may have one or more chronic
health conditions or recently experienced an acute episode of illness or
hospitalization. The range of services provided includes prevention,

maintenance, rehabilitation, support and palliation.”.

The American Academy of Pediatrics in 1992 published guidelines [1.33] for
the development of the Medical Home model. According to the issued guidelines the
primary care physicians urged to include in their practice (a) the promotion of
prevention in the provided care, (b) the assertion of the availability of inpatient care,
(c) the availability of continuity of care at all ages, (d) the availability of referrals and
consultation from various medical specialties, (e) the capability to communicate with
local schools and community authorities, (f) the development of files with all related
and relevant important medical data and information [1.33]. The Medical Home

model is the first formal approach to establish Home Healthcare services while the
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medical professionals face objective problems implementing various versions of it
[1.34].

The importance of the Medical Home model urged the collaboration of the
American Academy of Pediatrics, the American Academy of Family Physicians, and
the American College of Physicians to issue a Clinical Report on Transition for the
transfer of medical responsibility from pediatric to adult care [1.35]. However, there
is still missing, to the best of my knowledge, a systemic, standardized, and rigorously

defined formal model for Home Care.

1.4 Formal mathematical expressiveness: Denotational Mathematics

The formal mathematical description of the involved informatics
infrastructures, operations, and functionality of Healthcare services at the home
environment requires more expressive mathematical means than those provided by
analytical mathematics, numbers and set theory [1.36]. The home environment is
missing standardization making it hostile for Information Technology healthcare
applications requiring high-level composite and attributed mathematical constructs
[1.36] to describe formally the necessary software infrastructure along with its static
properties and its dynamic behavior. Home healthcare in an ubiquitous computing
environment requires the aid from Cognitive Informatics, which is an inter-
disciplinary field receiving contributions from computer science, information science,
and cognitive science for the use and exploiting of advanced mechanisms processing
information and concepts with engineering methods resulting into Cognitive
Computing. Moreover, Cognitive Informatics [1.36] requires (i) the capability to
administer natural intelligence, (ii) the ability to develop abstractions of intelligence,
(iii) the capability to express formally mathematical models with Denotational
Mathematics, and (iv) the feasibility to perform cognitive processing of intelligence
with Cognitive Computing. Those four requirements constitute the frame of
Cognitive Computing applications processing knowledge by a computer model,
analogous to von Neumann'’s, consisted of a Cognitive central processing unit (CPU)
performing inferences on conceptual abstractions formally represented by
Denotational Mathematics.

Denotational Mathematics provides a formal theoretical framework to
manipulate objects’ abstractions with complex relations conveying perceptions of

conceptual abstractions and knowledge [1.37]. This mathematical framework allows



8

to formally describing the static and dynamic intelligent behaviors of the processes
represented by operating software procedures along with the capability to apply
Systems Theory to manipulate the administered entities. The formally defined tools
in the Denotational Mathematics theoretical framework are capable of manipulating
concepts with Concept Algebra, well-defined systems with the tool of Systems
Algebra, formally determined constructs with Granular Algebra, specifically
designated operations with Real-Time Process Algebra, and formally interpreted
causalities with Inference Algebra [1.37]. The expressiveness of the Denotational
Mathematics tools set feasible the attempt to formally describe the infrastructure, the
static properties, and the dynamic behavior of complex software systems. Among the
developed models, such as the Layered Reference Model of the Brain (LRMB)
[1.38], the Object-Attribute-Relation (OAR) model [1.39], the models of the brain
and the neuro-informatics models [1.40], provide the opportunity to model a system
that performs cognitive operations analogous to the modeled brain functions
processing medical knowledge achieving the cognitive interaction of the system with

the medical professionals and the attended individuals too.

1.5 Benefits and uses of Denotational Mathematics

Denotational Mathematics formally describes the static and dynamic
behaviors of software systems that implement workflows of activities aiming to assist
the designer, the programmer, and the interacting end-users [1.41]. For each activity,
Denotational Mathematics formally describes the supporting data infrastructures such
as variables, data structures, and objects providing the static behavior of the activity.
Moreover, Denotational Mathematics provides the means to formally describe the
dynamic behavior of the performing software providing efficiently the data
infrastructure’s interdependencies and functionality. The formal description addresses
the needs of the activities’ designer [1.41] by providing the means to control the
efficiency, appropriateness, and effectiveness of the involved activity, examining the
discrete objectives and the limits of operation of the formed systems. The
programmer can be assisted by controlling the aims [1.41] of specific components,
examining, managing, and verifying the raised exceptions, and following the
communication procedures among the systems’ components. The end-users enjoy the
capabilities provided by Denotational Mathematics to manage systems of concepts of

varying



| Domsin__|___pesigner programmer | __user |

Installation, Operational parameters  Usage

Functional, and

Systemic parameters

Systems states Operational assertions, Operation
exceptions, and
interrupts

Situations Operational state Exploiting

Table-1.3 Correlating domains and users roles.

granularity and entropy [1.41] achieving adapted near-natural interaction with the
formed systems taking advantage of the available forms of knowledge.

As an example, consider the case of an implanted insulin fusing pump for
diabetics at home. Denotational Mathematics provides the designer with the
capability to control the static behavior involving the installation parameters of the
designed application system, the parameters determining the acceptance of the pump
by the patient’s organism, and the parameters defining the appropriateness of the
pumps’ technical and operational characteristics. In addition, the designer is capable
to control the dynamic characteristics which are the functional parameters
determining the behavior, such as the sensors activating the pump functionalities, the
efficiency and the functional response of the pump according to the specific needs of
the particular patient, and the communication of the pump with the rest of the
systems supporting the patient. The programmer is able to examine, verify, and
validate the operation of the pump guided by software. The programmer needs to
control the availability of the soundness and completeness of the necessary
parameters such as the input, for instance the temperature, pressure, pulses, the level
of glucose, and the level of insulin in its storage container. Also, the programmer can
control the availability of the software functions that activate the associated
mechanisms of the pump such as the rate of flow of insulin and the availability level
of insulin. In addition, the programmer is able to examine individual and
combinations of raised assertions and exemptions during the operation of the
software, continuing the same example, raising interrupts and sending codified
messages to the controlling unit of the pump or to the systems associated with the
pump. Continuing the example, the end-user can be the medical professional that
loads or inspects the pump, the specialized professional that adjusts its operation, the

doctor that performs a clinical examination, the nurse in
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charge that cares about the availability of insulin, and the patient that experiences the
daily operation of the pump.

Exploiting the availability of the Denotational Mathematics to formally
describe systems’ behaviors, a formally defined interface can be developed to
manipulate the systems’ contents of the corresponding physical, information, and
cognitive domains [1.20]. Such an interface can adjust, each time, the level of
entropy during the communication among users and systems according to the
developing context. Continuing the above example, the interface’s responses
according to the kind of user and the domain within the evolving context is provided
in Table-1.3 and hence, if the pulse rate is rapidly increasing, the arterial pressure is
above normal, there is perspiration, breathlessness, fever, and the glucose level is out
of the range of acceptable values, then there are activated the corresponding alarms at
the physical domain of the system that supports the individual. At the information
domain, if the vital signs and the level of glucose in the blood is out of physiological
limits then there are activated the corresponding medical protocols and algorithms to
confront the situation. If the clinical condition of the individual presents such
evidences in the physical domain and such indications in the information domain,
then it is possible an allergic shock in the cognitive domain, unless there are other
reasons from other systems such as the respiratory, the cardiac, or the neurological
systems of the individual’s organization.

The capability of the system adapting its level of detail in the interaction with
the users depends on its potentiality to respond each time at different domains and at
adjusted level of conceptual granularity [1.42]. In the same example, at the physical
domain the vital signs can be expressed analytically or aggregated using proper
notation such as normal, high, low, high-high, or low-low alarms. At the information
domain, the decisions taken by the system can refer at some crisis of the respiratory
or the vascular systems in conjunction with diabetes. At the cognitive domain, the
individual undergoes a shock which can be caused by the presence of the implanted
pump and the physician can interact either with the details of the physical domain, or
the information related to a specific event, or the involved concepts, in this case, the
medical concept of the allergic shock, and the interaction with the parameters
defining the allergic shock related to implantation of insulin infusion pump.
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1.6 Motivation and Challenges

Medical services are provided into controllable environments, such as hospitals, by
highly specialized medical professionals, with years of education and formal training,
using very sophisticated biomedical equipment to perform specific treatments and
cures, such as in acute care wards. The specialized facilities, the trained and
experienced personnel, and the advanced biomedical equipment are scarce resources
in Healthcare planning [1.43] because they increase drastically the associated costs
with reduced or conditional availability in accessibility and without sometimes
achieving the desired level of services. Hence, the motivation for the present research
work steams from the fact that there are limiting barriers related with the healthcare
resources along with the availability and accessibility of medical services.

The challenging issues related to home healthcare fall into two classes: first,
the issues related with the functionality of the home healthcare model [1.44] and the
ways patients can be treated at home, and second, the issues related with the
development of a proper ubiquitous computing framework to facilitate the provision
of healthcare services at home [1.45]. Hence, there is missing a unified and integrated
Home Healthcare model to address (i) all kinds of diseases for (ii) all ages including
infants and the elderly. Moreover, there is a lack of an effective and formally defined
infrastructure and tools for the description of the Home Healthcare model’s
functionality and its collaboration with the rest of the Health System’s components to
provide a sustainable perspective. An adequate infrastructure with tools is required to
rigorously and formally define Ubiquitous Computing models for Home Healthcare

describing software infrastructures, operations, functionalities, and behaviors.

1.7 Objective Goals and Scope

The scientific community strives to develop feasible approaches to provide
healthcare services in regular environments and to prevent sickness. Employing
technological achievements and taking advantage of the pervasive software’s
capabilities, home can be placed in the flow of medical information of the physical,
the informational, and the cognitive domains [1.46]. The performed research efforts
almost exhausted the physical and the information domains while the cognitive
domain still remains to be explored. In other words, home healthcare needs an
ubiquitous computing system providing cognition permitting the interaction with
abstractions such as concepts and behavior [1.47]. Therefore, the objectives of the
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current research is the modeling of an infrastructure combining and integrating the
medical cognitive domain with the physical and the informational for the ubiquitous
participation of all required parties to provide healthcare at home.

The required hardware interfaces among the wirelessly networked devices
through internet and the user interfaces of the remotely located collaborating parties
for the development of the Home UbiHealth model are beyond the scope of this
work. Within the scope of this work is the rigorous and formal description of the
required software infrastructure to support the Home UbiHealth model using

Denotational Mathematics.

1.8 Contributions

The performed research focuses on the modeling and the description of proper
infrastructure that provides those tools to the scientific community to formally
describe the provision of healthcare services at home. The contributions refer to:

1) An infrastructure that receives physical and semantic signals from the
ubiquitous computing environment, interactions with the system inside and
outside of home, and transforms them into interrelated and interacting
medical concepts that eventually guide the supporting devices and the
involved medical professionals at home. The formal description of the
infrastructure provided using the expressiveness of Denotational
Mathematics.

2) The associated administering tools of the infrastructure to control and
manipulate medical concepts of varying level of detail.

3) The means to describe and control the software dynamic behavior with the

principles of mobility, autonomy, migration, and polymorphism.

1.9 Thesis Outline
The rest of the research work is divided into ten more chapters the following
parts:
1) Chapter 2: provides an overview of the environment of home healthcare and
examines the conceptual background of a model of home care applications

along with the intrinsic principles, ideas, and approaches.
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3)

4)

5)
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Chapter 3: presents the dimensions of the formal framework of Denotational
Mathematics required for the description of home healthcare models.

Chapter 4: refers to the required architectural components, the necessary
tools, the presented capabilities to describe the static and dynamic behaviors,
and the autonomous functionality of the home healthcare model. The model
administers the involved medical knowledge to satisfy the personalized
healthcare needs at home in a ubiquitous computing environment.

Chapter 5: examines the raised issues related with the management of the
software applications operating in a ubiquitous computing environment. The
operating software applications migrate from a device to another, adapt to the
demands preserving with polymorphism their functionality, and adjust the
supporting mechanisms to achieve personalized medical treatment through the
administration of the involved medical knowledge.

Chapter 6: concludes the research work describing the obtained results from
the application of a typical home ubihealth software system and discuss the
opportunities for further research in the field of home healthcare supported by

computing systems.



14

CHAPTER 2. BACKGROUND IN UBIHEALTH

2.1 The vision

2.2 Relevant Terminology

2.3 Model Abstraction

2.4 Related Design Approaches

2.5 Determinant Home UbiHealth Factors
2.5.1 Types of Healthcare Systems

2.5.2 The Patient-Centered Medical Home (PCMH)
2.5.3 The Smart Home

2.5.4 Cloud Computing

2.5.5 Internet of Things (loT) Paradigm
2.5.6 Home Care

2.6 Home Care Models

2.7 Home Care Formal Design Approaches
2.7.1 Home Care Functionality

2.7.2 Home Care Prerequisites

2.8 The required supporting Infrastructure
2.9 A Conceptual Model

The term Home UbiHealth [2.1] refers to the provision of healthcare services
facilitated by ubiquitous computing means at the domestic environment. Home
UbiHealth is challenged to provide individualized healthcare services [2.2],
participate in formal Primary Healthcare and substitute parts of hospitalization [2.3].
UbiHealth is an active research area, which is expected to alter the attitude of
medicine towards the provision of Primary Healthcare and hospitalization at home by
integrating the physical, informational and cognitive domains of Information Systems
[2.4].
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Informational

:

Physical

Figure-2.1 UbiHealth inside and outside of home.

2.1 The vision

Sensors, actuators, and computing devices constitute the physical domain.
Practically, they are met everywhere, being “woven into fabric” as mentioned by
Mark Weiser [2.5]. The processed data of the physical domain feeds the
informational domain. Flowing information of the latter constitutes the input
information the cognitive domain which is consisted of concepts as illustrated in
Figure-2.1.

The idea behind ubiquitous computing is the eventual disappearing of
computers, which stay in the background, supporting the user who concentrates on
the execution of the performed task instead of the manipulation of a device in order
to perform the task. Sensors, actuators, and computing devices are interconnected
into overlapping but transparently cooperating ad-hoc networks [2.6] as illustrated in
Figure-2.2. They cover the entire span from the patient’s body (BAN) to personal
(PAN), local (LAN), wide areas (WAN), and metropolitan areas (MAN) networks.
Hence, the envisioned system’s components must include networked devices,
software, and the patient too.

The Home UbiHealth model supports the personalized patient’s healthcare
needs. Simultaneously, the model supports the connected locally or remotely located
treating medical professionals who interact with the backing computing system, at the
required each time level of detail in a ubiquitous and natural way. The Home
UbiHealth model can embed approaches commonly met in the Internet of Things
(10T) [2.7] and the Cloud Computing [2.8] paradigm. Thus, the patient at home is set
at the center of a virtual triangle with three domain poles of healthcare services, i.e.,
the physical, the informational, and the cognitive one. The Home UbiHealth model’s
output is the patient’s health status [2.9] considering a compound structure of the
medical, operational, functional, personal, financial, timing, security, and safety

prerequisites. Therefore, the aim of the Home UbiHealth vision is the feasible quality
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Figure-2.2 UbiHealth inside and outside of home

level of personalized care treating an individual in the domestic environment through

a formally described system with the associated operational and functional tools.

2.2 Relevant Terminology
Some of the terms, directly or indirectly, related with the UbiHealth model
are:

e Ubiquitous computing: Mark Weiser in the seminal article published in

Scientific America in 1991, states: “the most profound technologies are those that
disappear. They weave themselves into the fabric of everyday life until they are
indistinguishable from it” [2.2]. The computing devices are less evidently
conspicuous without coercing for attention and interaction. In that sense,
ubiquitous computing becomes the underlying supporting principle for the
ubiquitous provision of healthcare services at home.

e Virtual Reality: This is the opposite of ubiquitous computing. According to this

paradigm the computing devices are disappearing but the users’ sensing and
affecting functionality is captured by the hosting computers [2.4] with the users
entering into the computers’ world. On the contrary, according to the ubiquitous
computing paradigm, the computers enter in the users’ world invisibly and
unobtrusively [2.3].

e Context: According to Dey the context consists of all information that identifies
and describes the state of the developed situations of the participating entities,
which can be of any type such as artificial entities, software applications, physical

components, and persons [2.1].
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Types of Context: These are classifications according to the acquiring source of
data [2.5], the kind of exchanged data [2.6], the representation of the model [2.7],

the nature and the kind of contextual synthesis [2.8], the types of the involved
magnitudes [2.9], the observed state [2.10], the type of structures [2.10], and the
kind of involved components [2.10].

Design types of context: In the relevant literature, the design methods fall: (a)

key-valued schemes dedicating variables for each contextual parameter, (b)
markup schemes employing hierarchical data-structures, (c) graphical schemes
facilitated by graphs, (d) object oriented schemes taking advantage of object
properties, (e) logic based schemes utilizing logic ordered systems and inference
rules, and (f) ontology based schemes relying on knowledge representation
structures and specific taxonomies [2.11].

Context-awareness: This is the property of the software applications to react

autonomously supporting the user’s tasks by adjusting their behavior to satisfy
the occurring needs [2.1]. Awareness classifies context with active or passive
behaviors [2.12] and it must be facilitated by an adequate infrastructure [2.13].
The property requires the consideration of every static or dynamic aspect of the
surroundings, including as well as the supported user [2.14].

Activity: It considers the situations of occurring events and the interactions
among the involved persons and the participating objects or artifacts of hardware
and software nature. The formal description of such interactions, as noted in the
research literature, initiated by Leontev [2.15] and evolved further by Engestrom
[2.16] delivering a hierarchical structure escorted by the solid theoretical basis of
Activity Theory. For the activity manipulation in contextual analysis, an activity
framework is required along with the proper methods and software tools. Hence,
the integration of ubiquitous computing into the activities is achieved, while
revealing and managing the collaboration among coexisting contexts [2.17]. The
supporting activity framework, using tags, aims at the recognition, identification,
and prediction of the performed activities with proper activity inferences [2.18].
Inference: It relies on recognizing the performed activity which is basically
carried out by analyzing the performed tasks as well as extracting parameters and
characteristics. This is attained through models of patterns, models of probability,
or temporal evidence theory. [2.19]. The employed models for activity

recognition and inference require prior knowledge (Bayesian models [2.21]),



18

Classification of Devices

Mobile Wearable Implanted  Stationary

Identification, Identification  Service  Identification

location awareness awareness awareness

Person-to Person
awareness
Person-to-Object Identification Service Service Identifi(fation,
awareness  awareness awareness service
awareness
Service Service Service Service
awareness ~ awareness awareness awareness
Table-2.1 Classes of used devices in the functional interactions of persons and

objects.

training (Markov models [2.20]), and memory storage (Evidence models, [2.21] -
[2.25)).

Home healthcare: It provides holistic solutions covering the individual’s needs

treated at home. It is adapted each time to the personal needs and preferences
supporting a healthy daily living culturally accepted with security, social
inclusion, and quality of life. Healing at a personal hospice, Senator Edward

Kennedy, 1978, stated that “Hospice is many things. Hospice is home care with
inpatient back-up facilities. Hospice is pain control. Hospice is skilled nursing.
Hospice is a doctor and a clergyman coming to your home...But most of all,
hospice is the humanization of our health care system.”. In other words, home
healthcare develops a model that can integrate the medical, psychological, social,
and cultural needs of the individuals efficiently, i.e., with controlled financial
costs, acceptable level of quality of care, and more effective use of technology.
In 1967 the American Academy of Pediatrics adopted the term “medical home”
[2.26] to express the embedded characteristics of an involved personal physician
who directs a team of medical practice oriented to face the whole person’s
problems and coordinates the medical and nursing services across all levels of the
Healthcare System achieving an improved quality and security relying on
evidence-based medicine. Home healthcare is considered to be an extended
model of medical home [2.27] with additional organizational attributes. This
model relies on the efficient transfer of information which is integrated in the
Healthcare Systems’ services. Such services are provided at home with
continuous involvement of medical professionals along with all medical

information for the provision of adequate medical treatments [2-28].
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Figure-2.3. A representative model’s structural abstraction along some dimensions.

Home UbiHealth: It is about a technological paradigm for the provision of

healthcare services in the ubiquitous computing environment at home referred as
“Home UbiHealth”. The major objective of this paradigm is the introduction of
computers in the users’ real world, operating in an unobtrusive manner and
assisting to achieve the proper healthcare provision in the home environment
while supporting the treated patients’ autonomy [2.29] at the desired domestic
premises. The home UbiHealth is approached from the infrastructure and the
services side as follows:

» Facilitating Infrastructure (Hardware): It provides the means to

implement the home UbiHealth vision by scaling down the size of the
required sensors, the necessary computing devices, and the associated
medical devices at the scale of nano-meters. These are called smart dust
motes due to their characteristic small dimensions. The networking multi-
hop ad-hoc capabilities create dense networks of smart devices, along
with micro-electro-mechanical (MEM) devices of proportional size, with
each node to retransmit — repeat the carried messages facilitating the
continuous enriched flows of information with the conventional ICT
systems [2.30]. The employed devices can be uniquely identified and
tagged, implementing additional paradigms such as “things that think”
(TTT) [2.31] and internet of things (1oT) [2.32] in order to provide the
necessary interoperability for the development of medical, clinical, and
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business supporting workflows [2.33]. The intrinsic intelligence of the
employed devices allows the adaptation of their operations to the personal
preference or the personal healthcare needs of the patient [2.34]. The
coexistence of many sources of information introduces ambiguity in the
cases of contradictory or disagreeing evidential measurements, thereby
revealing the need for data and information fusion [2.35] to support
decision making. The performed operations among participating persons
and coexisting devices are summarized in Table-2.1 regardless of the
method (e.g., software as a service (SAAS), infrastructure as a service
(IAAS) or platform as a service (PAAS) [2.37]) [2.36]. The infrastructure
transparently provides autonomous support anywhere and anytime in spite
of the energy constraints [2.38].

Services (Software): This includes the systemic view of health, which

consists of distinct and discretely identified states and the relevant
conditions [2.39, 2.40]. The provision of healthcare services can be
distinguished into the provision of personalized healthcare services for the
satisfaction of each individual’s health needs and personal preferences
[2.41], the capability to adapt in the holding conditions of the occurring
situations [2.42, 2.43], and the category of the supported individual [2.44].
Such considerations provide the distinction of the offered services into
three categories: (i) emergency, (ii) assist living, and (iii) improving
quality of life. The categories of the offered services at home must
correspond to the patient categories, which can be classified into the 3
classes given in Table-1.2. The provided healthcare services at home must
satisfy the prerequisites of privacy and security [2.45] to achieve the

proper performance of the involved roles [2.46].

Personal well-being: It refers to evidence-based medicine and evidence-based

management for the support of medical professionals to reduce errors, and
augmenting quality. Also, the clinical practice instrumented with IT means strives

for reliable evidences that equip medical professionals with security [2.47].

2.3 Model Abstraction

Home UbiHealth can be viewed to embrace the following two infrastructures:
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A. Hardware infrastructure: With respect to mobility, hardware infrastructure can

be distinguished as: (a) mobile (either carried, i.e. in-vitro, or implanted, i.e.in-
vivo), and (b) stationary. Moreover, with respect to functionality it can be
classified into (i) sensing, (ii) actuating, (iii) computing, and (iv) hybrid. The
infrastructure provides ad-hoc networking to the participating devices achieving
the desired home UbiHealth aims. In Figure-2.3, a representative high-level of
abstraction is outlined.

The constituents of the model’s abstraction, as shown in Figure-2.3, include:
e Sensors: They measure pre-determined physical magnitudes

e Processing unit: It is a layered structure that provides the following services:

» Input processing (pre-processing): receives, stores, and excludes

uncertainty.
B Processing: classifies and transforms raw data into information,
including:

" Tagging: provide identification stamps on the received data.

® Fussing: dissolve ambiguities and decides on the dominating

values.

®  Storing: memory storage after classifying the data accordingly.

B Extracting: applying sets of rules to spawn artificial parameters.

» Output processing (meta-processing): sets available the processed

results.

e Memory storage: It provides the capability to store, retrieve, and re-store in:

» Short-term memory: minimizing fetching overhead.

» Medium-term memory: the storage for the less frequently used data.

» Long-term memory: historic data serving the retrieval procedures.

e Actuators: They provide the means to intervene and affect the individual’s
behavior:
» Logic: computing decisions, issuing signals, or activating software.

» Micro-Electro-Mechanical devices (MEMS): influencing situations.

e Wireless communication: among the dispersed and interoperate devices.
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The building blocks of Figure-2.4 show the input measurements, S, of physical
magnitudes from single or multi-sensors,

S ={51,52,53, «,Sp} = {(51,52, «» Sm)s +0» (Si» Skc41s -+ Skt )s 0»Sn} = UR=1 Sk (EQ-2.1)
The actuators fall into two major categories, the physical actuators, P, (e.g., MEMS)

and software actuators, L, (e.g., activating the execution of a software application),

A=PUL= {p11p2' ""pk} U {llf l21 e lm} = (U{'czl Pl) U (U;lel L]) (Eq_22)

The processing unit of the block diagram is represented by the composition of the
individual functions that correspond to the pre-processing and the processing stages.

fiA-> Rand x - f(x) (Eq. 2.3)
g:B - Sand x - g(x) (Eq. 2.4)

(gof)(x) = g(f(x)) (Eq. 2.5)
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Figure-2.6. First-order, closed loop control for the home UbiHealth system.

The distinction of memory into short-, middle-, and long-term storage space is
represented by multidimensional matrices which constitute the supporting memory to

the formed system

My, s tn) = Mgp (g, oos tn) + Miiq (11, o5 tn) + Migng (L, e, 1) (2.6)

The home UbiHealth system evolves with transitions through discrete states
corresponding to the dynamic behavior of the individual’s health as shown in Figure-
2.5. Thus, the interaction of the system with the environment is monitored and
control methods apply to determine the states of equilibrium which correspond to the
individual’s health statuses. The interaction involves secure open connectivity,
failures handling, transparent concurrency, and consistent operation within the
boundaries considered by the medical doctors for the individual’s health.

B. Software infrastructure: It must perform the functionality presented in Figure-

2.5, resolving issues related to naming, communication, synchronization, and
scalability. It must be characterized by the principles of separation of concerns for
the designer, adjusted granularity in the infrastructure’s modularity for making
references to modules and components, conceptual abstraction for applying

strategy and policies, and anticipation of change for proper adaptation.

The administration of the system requires continuously updated feedback as
illustrated in Figure-2.6, forming a first-order, closed-loop applied on the
infrastructure monitoring and controlling its functionality. The individual’s health
status is supported by the system and, at the same time, the individual observes and
affects its operation. In other words, the individual is observing and simultaneously
observed by the system. This implies that the individual’s reference is inside and
outside of the system, requiring the controlling and the controlled factors to match at
all times for an acceptable operation.

The functionality of the supporting infrastructure of Figure-2.5, must include:
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Figure-2.7 The interaction of components in the home UbiHealth system.
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Figure-2.8 Abstraction of a UML activity module of home UbiHealth system.
e Acquisition: buffering, data cleansing, fusion, extraction, and transformation.
e Context: contextual content, memory storage, decision making, knowledge base.
e Knowledge: representation, policies, preferences, medical personalization.
e Context aware: medical, personal, physical, social, governance.
e Schedule: scheduling tasks, operations, procedures, processes and workflows.
e Activation: recognition and actuation.

e Services: interrupt handling and discovery services for devices and components



Chomsky Hierarchy Formal Characteristics Contributions

Finite State Finite State Automata Finite Automaton The regular language L(M) 1) Memoryless
Sequential M =(Q,%,5,q,,F) contains all inputs accepted 2) Define a state for
(type-3) Timed by an external clock and state Q: set of states by the automaton M to get at each desired
variables change simultaneously 3:an alphabet a final state behavior
Regular Languages &: transition function

q: initial states
F: final states

Context-Free Pushdown Automaton M = (Q, %, T, 9O, Context-free language 1) Memory Stack
Pushdown R
Concurrency 8) with 2) Concurrency
(type-2) Pushdown Automata Q: set of states 3) Causality
Petri nets Z:input symbols 4) Time-varying
Timed by input variable changes and r:an alphabet
state variables change at any time qO: initial state
Directed , weighted, bipartite graphs &: move right or left
Linear-Bounded Fontext-sgnsutn{e Linearly Bounded Auto(naton Context-sensitive language Limited proportional
Linear relationships M=(S, 3, T, &, 5o R) with memory
(type-1) Limited memory S: set of states
Bounded to context 3: set of input symbols

I': set of alphabet
&: next move function
spinitial state

R: output
Turing Machine Recursive enumerable Turing machine M»: (Q,%,1,8,90,B,F) Recursive gnyrverable Unlimited memory
With deterministic or
(type-0) Q: set of states nondeterministic language

X: input symbols, subset of I' but not
included in B
T': set of symbols
o:QxI” > QxI x{L, R}
qo:initial state
B: the blank symbol
F: final states, a subset of Q

Table-2.2 Major formal description approaches for ubiquitous computing.

Representation Limitations References
Method
Finite state 1) Mo finite state machine can be produced foran [2.170]
infiniteseguence.

Machine 2) Mo finite state machine can multiply two arbitrary

large binary numbers

Process Algebra Lack of standardization to productively use [2.171]

(bi)similarity and equivalence

Petri nets Extensions [2.172]
1}  Limited behavior by the underlying network node
connections introducing extensions related to
a. Hierarchy Petrinets (HPN)
b. ObjectPetrinets (OPN)
c.  Prioritized Petri nets (PPN) and
d. StochasticPetrinets (SPN)
2) Incapable of modelling similar models with the
same network infrastructure
3)  Tokenare identical and itisrequired to extend the
model to colored Perti nets (CPN)
4) Incapable of accommodating timerequiring the
extension of timing petri nets (TPN)

Table-2.3 Limitations of the relevant approaches.

The distributed nature of the infrastructure is presented in Figure-2.7. The
system’s activity can be presented with a Unified Modeling Language (UML)
diagram independently from coding and platform. Thus, functional medical
requirements can be included in a model-driven architecture (provided by OMG at
www.omg.org), given representations of the underlying medical knowledge [2.48]



26

with medical ontologies [2.49]. Activity diagrams as in Figure-2.8 are incapable to
present the system’s distributed nature due to required knowledge support to activate

and guide the dispersed devices [2.49].

2.4 Related Design Approaches

The Chomsky Hierarchy [2.50] provides a classification of languages with the
corresponding grammar and its supporting automaton as reported in Table-2.2. In this
framework, language is analogous to computing operational behavior, grammar
corresponds to applied rules, and the automata are analogous to the supporting
hardware infrastructures.

Formal modelling approaches as summarized in Table-2.2 involve either the
use of a language based on formally defined grammar and appropriate production
rules (type-0 through type-3), the use of formally defined algebraic frameworks
consisted of syntactic rules for handling processes (type-1), or the use of expressive
and formally defined graphical media representing processes evolution describing
states and transition states (type-0). There are three modelling directions [2.51],

e Finite State Machines: (type-3 and type-2) adopting the Unified Modeling
Language (UML) standard.

e Process Algebra: (type-1) syntactic rules, semantic mapping, and processes
equivalence.

e Petri Nets: (type-0) a diagrammatic tool for modeling concurrency and

synchronization.

The limitations of the described approaches are summarized in Table-2.3.

Table-2.4 provides characteristics of the UbiComp paradigm. The related
literature classifies the context models into categories according to the employed data
structures with the corresponding noticed limitations as it is shown in Table-2.5.
From the comparison of the representation methods against the context models, it is
shown that formal descriptions of software applications are provided only in certain
cases, underlining the lack of universal formal description to represent contextual

contents.



UbiComp characteristic

utes and properties Obijective Purposes Reference

[2.55, Chap-2.56]

Y N B B

Autonomy Unattended operation, making decisions, self-detecting and healing failures and [2.58]
|self-configuring processes.

Awareness Directly or indirectly, capture, decide, and configured based upon the [2.59]

i | raw data obtaini such as location-awareness and

context-awareness.
Systematized description of the environment (situations and tasks) in the highest [2.60]
possible detail to reveal aspects from the evolving environment related to taking [2.61]
place activity (Activity Theory) [2.62]

(o TEL e o e L U L L B Finding and retrieving the available software services and resources to achieve the [2.63]

resources goals in a controllabl following the approach of, the and the

supplier of software services and resources.
Remain continuously connected in ad-hoc networks, consisted of heterogeneous [2.64]

but interoperating components focusing on (i) virtualization, (ii} migration, (iii) [2.65]

adaptation, (iv) activity. [2.66]

[2.67]
Modularity Separating the concerns during the d 1 2 , and quality of [2.68]
software systems and infrastructures.
Networking Ad-Hoc Developing a Mobile Ad-hoc Network (MANET), Wireless Sensor Networks (WSN]), [2.69]
and Wireless Mesh Networks (WMN) [2.70]
[2.71]
Heterogeneity The i p ion of h ing dewi ith (i) I [2.72]
connections, (ii} integration and integrity, (iii} execution of analogous applications, [2.73]
uous update, and (v} establishment of robust loosely coupled cooperating [2.74]
Acquire information (i) to realize the users’ intentions, (ii) to augment the [2.75]
‘computing resources, (iii) to adjust the behavior of software, (iv) to manage energy [2.76]
reserves, (v) to reduce requirements in computing, memory, and communication. [2.77]
Integra Det g systems requires, Systems Theory, to poses more properties than the sum [2.78]
of the properties of the included individual . The and mutual [2.79]
enabling participation of technologi dmini d byan i d set of polici [2.80]
and rules, in the effort to develop complete systems [2.81]
[2.82]
Interoperability The operational cooperation (through common understanding) of different [2.83]
‘components to achieve common task. Distinction of interoperability levels [2.84]
concerning (i) hardware, (i) software, (iii) services, and (iv) processes [2.85]
[2.86]
The natural h i ion allowing the user to concentrate on the [2.87]
performed task supporting (i) maobility, (ii) natural interaction, (iii) scalability to both [2.88]
(a) networking services, and (b) ing oo, (iv) implicit i ion, [2.89]
and (v) cyber-f i ing the ing devi 4 ion.
Knowledge Refers to the acquisition of signals and raw data, the development of information, [2.90]
the attainment and storage of experiences, and the creation of knowledge [2.91]
capturing (i} from raw data, (ii) situations and events, and using the appropriate [2.92]
storage [2.93]
Personalization Adaptation to individuals” characteristics and preferences acquiring, storing, [2.94]
ing, and icating persenal information with anonymization processes [2.95]
to protect’ privacy. [2.96]
Manageable, predictable, and dependable software applications to (i) administer [2.97]
the operation of the underlying system bearing failures and self-healing, and (ii} [2.98]
apply strategies and methods to calculate the reliability following developed [2.99]
models.
E! ding and ding the sy s b daries or by shrinking the system’s [2.100]
by (i) ing or reducing the size of sy continuing to obtain the [2.101]
set goals, facilitate processes across various levels of activity. [2.102]
Managing of risks applied on the ubiguitous assets against the threats on the [2.103]
vulnerable parts from attacks and risks contrary to the safeguards and the taken [2.104]
countermeasures by (i) preserving confidentiality, (i) maintaining integrity, [2.105]
conserving availability, and (iv]) ensuring privacy. [2.106]
[2.107]
[2.108]
[2.109]
Reception of signals in various ferms, physical, artificial, or logical, to develop [2.110]
context which in turn interprets the human behavior. Identification of person’s and [2.111]
object’s context from the ived signals and synthesizes the occurring situational [2.112]
context. [2.113]
The expected and predicted impact in everyday life and the ethical values of [2.114]
'society, unobtrusively support of human activity in the social fabric must be [2.115]
provided in an acceptably controllable manner, obeying ethical and humanitarian [2.116]
principles, in a transparent, homogeneous, equitable, and intelligent manner.

Table-2.4 Ubiquitous computing characteristics.
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Modelling Context Formal Representational Methods

[2.117] State Automata Process Algebra Petri Nets

Key-value Simplicity in data structures and easiness in representation without facilitating advanced and complex
structures and algorithms for retrieving contextual contents.
Markup scheme Inefficient applications Limited standardization Inefficient applications
and expressiveness for
contextual parameters
Various classes of trees” analysis ~ Unified Model Language Expressiveness of the dynamic aspects of
(UML) standardized graphical applications

applications

Object-oriented Efficiently benefit from the re-usability Advantage of the properties of encapsulation, inheritance, and re-
property usability
Logic-based Encoding rules, facts, and inference Inefficient Rules for firing events and meeting conditions
applications instead of rules
Ontology based Application of specific languages Hierarchical and Inefficient application
relational
constructs

Table-2.5 Relating context models with formally describing methods.

2.5 Determinant Home UbiHealth Factors

The healthcare stereotypes of the western societies, as shown in Figure-2.9,
are organized in, (i) the primary care, (ii) the secondary care, and (iii) the tertiary
care. Primary Care is the first level of every Healthcare System and brings together
the citizens with organized healthcare services where the applied policies enforce
equity of access as well as face social and financial disparities. The sustainability of
the Healthcare Systems is affected, as it follows, by the Social Security System, the
Primary Care model, and the organizational model supporting the involved flow of

information.

2.5.1 Types of Healthcare Systems

Every organized society forms and arranges the institutions, instruments, and
tools to maintain the covered population healthy, treat the sick, and protect
individuals and families from the financial burden of medical expenses. There are
four basic models for Health Care and each country applies variations or mixtures

depending upon the local cultural and financial conditions (www.who.int):
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Figure-2.9 Levels of Care and the corresponding supported populations.

1. Beveridge Model: It was introduced by the Beveridge Report in 1942,

2. Bismarck Model: It was named after the Prussian chancellor Otto van
Bismarck.

3. National Health Insurance Model: It is a combination of the previous two
models.

4. Out-of-Pocket Model: It is a model met at less organized countries and it
refers to the direct financial contribution of the population for services.

5. Hybrid Model: characteristics and variations from the above known models.

This classification provides significant characteristics such as the single payer
principle that improves control on services and costs, the establishment of Sickness
Funds insuring the population’s health, the Social Insurance institution considering
the healthcare needs of the society, the existence of National Health Insurance
providing a holistic approach for all aspects of population’s healthcare, and the Out-

of-Pocket paradigm that refers to a market driven healthcare system.

2.5.2 The Patient-Centered Medical Home (PCMH)

The term Medical Home was introduced by the American Academy of
Pediatrics (AAP) in 1967 (www.aap.org) describing a methodological follow-up
process applied by the American pediatricians. The Medical Home concept evolved,
in year 2000, and standardized to include the following seven aspects-characteristics:



30

Health Information
Technology

Practice Organization

Patient-centered
Care

Figure-2.10. The Patent Centered Medical Home (PCMH) structure.

Accessibility: The procedures that update the contents of the medical records.
Continuity: The procedures that ensure the continuous updating.

Comprehensiveness: The reservation of every aspect of the healthcare status.

el

Family-centered: The medical records store data relevant to the individual’s

family.

5. Coordination: The medical decisions rely on the maintained medical records’
data.

6. Compassion: The socially related data allow the support of the impaired
individual.

7. Culture: The stored medical information includes culturally relevant data

associated with the provided care.

In 2007 Medical Home was adopted by the American Academy of Family
Physicians (AAFP, www.aafp.ord), the American College of Physicians (ACP,
www.acponline.org), and other academies and associations. The evolving concept
includes a dedicated physician who synchronizes specialists with holistic oriented
health actions, providing coordination with quality and safety while ensuring
accessibility and support by reimbursement services. Figure-2.10 depicts the
structure of the Patent Centered Medical Home (PCMH, www.pcmh.ahrg.gov)
model. Information Thechnology supports the functionality of the PCMH model
achieving reduction of mortality and morbidity, properly usage of medication, and
controlling the expenditures with patients’ satisfaction and equity in the health care

access.



31

2.5.3 The Smart Home model

The term Smart Home refers to intelligent environments that adopt

technological means to support the inhabitants to carry out their tasks. The

technology at home administers knowledge to carry out tasks while self-adapting and

adjusted to the held situations considering the inhabitants’ security and privacy. The

natural interaction with computers requires the participation and processing of the

developed context.

cases,
1)

2)

3)

4)

5)

6)

The academic community is concerned with the Smart Home model as in the

The Aware Home: The research project developed at the Georgia Institute of
Technology (www.cc.gatech.edu).

Intelligent Room: The project was performed at the Massachusetts Institute of
Technology (www.ai.mit.edu).

Interactive Workspaces: The research work implemented at the Stanford
University (www.iwork.stanford.edu).

Boulder Adaptive House: The project was performed by the University of
Colorado (www.cs.colorado.edu).

MavHome Smart Home: The research test bed of the University of Texas at
Arlington (www.uta.edu).

The Smart Home: The research work carried at the Texas Christian University

(www.tcu.edu).

The industry occupied with the development of commercially available

products, indicatively:

1)
2)
3)
4)

General Electric, the Smart Home (www.geindustrial.com).
Microsoft Co, the Microsoft Easy Living (www.microsoft.com).
Phillips Research, the Vision of the Future (www.design.phillips.com).

Verizon, the Connected Family (www.verizonwireless.com).

Hence, it is realized the feasibility of knowledge administration at home and its

impact on the quality of the inhabitants’ life and the sustainability of the model.
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The NIST Cloud Definition Framework

Hybrid Clouds

Deployment Models

* Private cloud
* Community cloud
* Public cloud

Service Models

* Saas, Software as a Service
* Paass, Platform as a Service
* |aas, Infrastructure as a Service

Essential Characteristics

* On-demand self-service
* Broad Network Access
* Resource Pooling

* Rapid Elasticity

* Measured Services

Common Characteristics

* Massive Scale

* Homogeneity

= Virtualization

* Low Cost Software

* Resilient Computing

* Geographic Distribution
* Service Orientation

* Advanced Security

Figure-2.11. The NIST cloud definition framework.

Cloud Service Model

laaS: Infrastructure as a Service
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pay for use: PaaS: Platform as a Service
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Ml | SaaS: Software as a Service

Storage

Computing
. Environment
Networking

Deploy
Software

Computing Applications
Resources

Figure-2.12. Schematic relationships among the Cloud Service Models.
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Anytime
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Anything Anywhere

Figure-2.13. The intersection of time, space, and things.

2.5.4 Cloud Computing

Cloud Computing provides configurable anywhere/anytime services on-
demand over the internet, hiding infrastructural complexity via interfaces that are (i)
remotely hosted, (ii) ubiquitous, and (iii) commoditized services that can be
measured and paid as utilities. Figure-2.11 presents the National Institute of
Standards (www.nist.gov) definition.

Cloud computing achieves economies of scale because it lowers the initial
investment allocating the services’ costs on-demand. The providers of the services
claim profits by the establishment of an ongoing stream of services the way gas or
water utility is provided nowadays. However, availability, reliability, security and
privacy issues are hidden from the end-user. Thus, it is transparent to the end-user
how the involved data is administered on the user’s behalf who is unable to
participate in the resolution of failure problems of the provider of services.

Cloud computing paradigm as illustrated in Figure-2.12 presents advantages
related to the stratification of services, thereby modulating the intensity of the offered
services, allocating operational costs, and providing storage capacity, universal
access, collaborations, and device independence. The disadvantages are related with
the availability of internet connection, bandwidth, browser capabilities, poor
interfaces, security, and standardization. Cloud computing provides services’ massive
consumption, facilitating the model of collaborative Cloud computing that

approximates the limits of Grid computing.
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Figure-2.14. Stratification of the IoT model.
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Figure-2.15 Classification of smart things.

2.5.5 Internet of Things (IoT) Paradigm

In smart spaces’ models, objects are self-identified and expose characteristic
attributes and properties through intelligent interfaces. The availability of wireless
networks with short-range self-configured transceivers develops innovative
interactions among things and people. Figure-2.13 presents the relationships of the
physical magnitudes of time, space, and identity among the involved smart things.

The 10T paradigm involves devices connected to internet and participating in
the carried procedures. Their dissemination raises concerns about privacy, security,
governance, interoperability among wirelessly communicating heterogeneous self-
configured devices, as well as identification and IP-addressing. The 10T model relies
on a four layers structure as presented in Figure-2.14, synthesizing signals to
complete information. The classification tree of smart things is depicted in Figure-
2.15, leading to the Internet of Everything (I0E) model, which is an extension of the
loT.
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Machine-to-Machine (M2M) Architecture (ETSI)
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Figure-2.16. The Machine-to-Machine generic architecture according to ETSI.
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Figure-2.17. The generic architectural stack and standards turning data into

knowledge.

The collaboration among smart things requires an architectural abstraction
consisted of three layers as presented in Figure-2.16, which adheres to the machine—
to-machine (M2M) generic  principles suggested by the European
Telecommunications Standards Institute (ETSI). The IoT model develops complete
information and knowledge assisted by ontologies and logic. Figure-2.17 depicts a
software stack integrating data into knowledge. The transformation process that turns
raw data into usable knowledge contains at least three layers driven by software

applications as can be seen in Figure-2.18.
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Figure-2.18. The generic data-to-knowledge architectural building blocks.

2.5.6 Home Care

It is a healthcare paradigm facilitating the partnership among medical
professionals, individuals, families, authorities, and the market promoting the
individual’s health status at home. It is referred as a Long Term Care model
distinguished into:

1) Formal Home Care: Models that require the aid of paid care and they are
distinguished into (i) Supportive Housing, (ii) Independent living, (iii)
Assisted living, (iv) Nursing Home, (v) Chronic Care, (vi) Acute Care, and
(vii) Hospice Care models.

2) Informal care: The model that misses standardized procedures for healthcare
services provided to a homebound individual. The Informal Home Care
model can potentially be an alternative to institutionalization since it can
provide analogous services to Formal Home Care with the same results, given
the systematic participation of medical professionals and care givers. Also, it
refers to informal long-term care since it involves free of charge services for

families and the community.

The effectiveness of the Informal Home Care is determined by the attributes
of accessibility, continuity of care, coordination of services, cultural competence, and
completeness of services. The model involves the additional roles of (i)
Housekeepers, (ii) Homemakers, and (iii) Home Health Aide. The doctors’ visits are
classified into four categories due to (a) patient’s incapability to use transportation
means, (b) the family concerns, (c) an accident or changes in the behavior, and (d)
changes in the individual’s clinical status. The medical doctors visit the patient’s

place for (1) a clinical assessment, (2) a follow-up, (c) an illness crisis, or (d) death.



37

The advantages of the model involve the improvement of the medical care
because of the doctors presence at home, which allows to reveal unknown health care
needs and possible illness causes. The physician’s suggestions consider the social,
cultural, economic, and religious issues, enhancing the individual’s satisfaction. The
disadvantages of home care refer to four parameters: (i) the time intensiveness since a
significant part of time is spent commuting between homes, (ii) the limited
biomedical support, (iii) the lack of reimbursement procedures, and (iv) the
providers’ safety, due to the involved risks in the uncontrollable home environment.
The observed issues focus on: (i) Logistics, (ii) Information and Communication

Technology, and (iii) Culture.

2.6 Home Care Models
Home care is the informal part of Primary Care of the Health System as
shown in Figure-2.19, addressing to the entire population, independently of age and
gender.
The literature about Home Care put an emphasis on the provision of acute care at
home due to the challenges to motivate teams of professionals to perform in the
limited standardization of home. The models referred in the related literature include:
1) Hospital-At-Home (HaH): a substitutive model of the formal hospitalization.
2) Hospital in the Home and Acute Home-based care.
3) Chronic Care Model (CCM): refers to patients suffering from chronic
diseases.
4) Guided Care Model: relies on the patients’ ability to self-management.
5) Consumer-Directed Services At Home: refers to people with disabilities.
6) Hospital Elder Life Program (HELP) Model: provision of nursing services.
7) Acute Care for the Elderly (ACE) Model: refers to the acute care of the
elderly.
8) Program of All-Inclusive Care for the Elderly (PACE) Model.
9) Palliative Care Model: reduction of pain and restoration of quality of life.
10) The TLC Model of Palliative Care For Older Patients.
11) Transitions Care Model: refers to planned medical care recovering at home.
12) Post-Acute Home Care Model in Canada: provision of continuous care.
13) Chronic Care in Acute Care Setting Innovative Model: cooperation
between the regional hospitals and Home Care.
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Figure-2.19 Stratification of Healthcare System.
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Figure-2.20 The architectural view of the Home Care model.

The above Home Care models reveal the following characteristics and
demands.

e Common Characteristics: Typical attributes common to Home Care model
include: (i) multi-disciplinary teams of professionals adapted to social and
cultural needs, (ii) considering safety issues for patients and professionals, (iii)
aiming to improve quality of life, (iv) providing independence of living and
mobility, (v) providing care, (vi) diagnosis, and prognosis, and (vii) considering
the patient’s satisfaction from collaboratively offered services and cooperating
within a Healthcare System’s business model.

e Specific demands: The issues related to specific classes of the population,

disease specific healing treatments and protocols, and the patients empowerment.

2.7 Home Care Formal Design Approaches
The formal description tackles and excludes conflicts and contradictions
including:
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1. Functional requirements that describe the objectives, the services, the users,
and the observed functionality with high-level statements of the system’s
performance.

2. Non-functional requirements that describe properties, the structure, and the
constraints about the services, organization, and the external requirements.

3. Domain requirements that describe the model’s characteristic features that
reflect the healthcare domain requirements otherwise the model turns to be

useless.

The functional characteristics must show discrete concepts that exhibit operational

capabilities and interactions among the model’s components and the environment.

2.7.1 Home Care Functionality

The functionality can be expressed either by extensive textual descriptions or
systematized tabular forms, or graphical sketches of cellular automata of finite state
machines, or using Unified Modeling Language (UML) schemata (www.uml.org) of the
Object Management Group (www.omg.org). Each of the above approaches presents
limitations and disadvantages related to the quality of the descriptions and the
representational completeness of the presenting subject.

In particular, the textual descriptions are tedious and hard to follow when they
are lengthy. Similarly, the use of tables to systematically present the functions of a
model can be very extensive since it must include, for each function of the model, the
description of each task, the objective goal for each task, and the participating actors
along with the functionality’s pre- and post- conditions. The systematic use of tabular
forms requires further to analyze the input, the output, and the processing steps where
the participants take part. However, the designer is left unsupported about the
formality and the completeness of the provided description. Analogously, the use of
cellular automata provides a snapshot of the occurring design showing its incapability
to present the dynamic aspects of functionality. The formality of the provided
approaches is limited by the two factors, namely the level of detail related to the
recipient of the definitions, and the limitations of the descriptive and parametric
definitions. UML presents standardized graphical means to express the functional
aspects of models employing five key graphical notations: Use Cases, Class

Diagrams, Sequence Diagrams, State Chart Diagrams, and Activity Diagrams.



40

Healthcare

Outcome Order

| Provide
| Services

-_Overview Market

ﬁ/um

Supervising

Payers
Authorities i

Control

Figure-2.21 The model’s components interactions and interoperation.

The Use Case diagram presents the relationships among users and objects, the Class
Diagrams provide the interrelationships among the designed classes of objects, the
Sequence Diagrams depict the sequence of actions and instances of classes involved
in the design, the State Chart Diagrams provide the discrete states of the involved
classes, and the Activity Diagrams present graphically the operations performed on
the designed objects describing transitions along with synchronizations and
concurrency in the describing workflows. Hence, UML provides the dynamic model
with Sequence, State Chart, and Activity diagrams analogously to finite state

machine designs missing the needed formality.

2.7.2 Home Care Prerequisites

The model’s functionality requires the definition of the involved data
structures and the interaction among actors, entities, and concepts with respect to
1) Architecture: An abstract overview of the architectural prerequisites is depicted in

Figure-2.20 presenting the major involved components.
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3) Figure-2.22 Example of entities interactions of Home Care model.
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5) Figure-2.23 The house premises infrastructure.

The interactions and interoperation: It refers to flows of abstract instructions
among the stakeholders as illustrated in Figure-2.21 forming loops ensuring the
model’s sustainability.

Entities interaction: It refers to the interactions and interoperations of the
constituting components. Continuing the previous example, the entities
participating in the issuance of a prescription are presented in Figure-2.22.
Protocols: It describes the interactions among the components and the elements
with varying level of abstraction depending on the recipients. Figure-2.23 depicts
the protocol by specifying the order of the activities that take place in

prescription.
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Figure-2.24 Directions for standardizing the provision of medical services at home.

9) Data Structures: It represent the informational structures used in the description
of the static operation of the employing software applications that use software
routines deposit data and perform interactions among data structures.

10) Data Representations: It is employed to make references to information creating

user defined data types augmenting the semantic capabilities of the model.

Hence, the design of the Home Care model must take under consideration the
architectural influences, the developing interactions among the identified parameters,
and the applying algorithms along with the corresponding data structures.

2.8 The required supporting Infrastructure

The Home Care model’s must be viewed with respect to the following
properties, (i) the in- and out- of house infrastructure, (ii) the necessary medical
infrastructure, (iii) the related operational business requirements, and (iv) the
characteristics of governance.

I.  In-house / Out-of-house Infrastructure: The in-house infrastructure includes
ad-hoc networked and interacting mobile devices. The out-of-house
infrastructural complements the in-house one for the completion of
workflows.

ii.  Medical infrastructure: The set of all conceptual tools and instruments
resolving issues related to medical procedures, treatments, diagnoses,
codifications, and consumables.

iii.  Business requirements: The required processes that allow the functioning of
the Healthcare Market.
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Figure-2.26 A conceptual infrastructure of the Home Care model.

iv.  Governance: The interventions through legislation and the follow of
operations monitoring performed by State’s Agency to preserve the

operational efficiency.

The provision of medical services at home requires the wide spread of
exhaustive  standardization including codification, workflow, knowledge
administering, and decision support systems. Figure-2.24 depicts the standardization
requirements of the provision of medical services of Home Care. The infrastructure
that supports the Home Care model must provide the capabilities to the representative
stakeholders to get involved supporting the provision of services at home. Figure-
2.25 depicts the platform implementing the Home Care model’s sustainability. The

Home Care model involves governmental concerns which focus on two major
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Figure-2.27 A conceptual structure of the Home Care model.
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Figure-2.28 A layered structure to perform conceptual references to objects.

characteristics: first, the establishment of a proper legal framework, and second, the
establishment of organizations overviewing the application of strategies and policies.

Government’s presence and interventions are crucial for the model’s implementation.

2.9 A Conceptual Model

The Home Care model is consisted of individually interrelated and interacting
concepts forming a conceptual structure. The interrelations represent the static
behavior of the model while the interactions among the infrastructure’s components
represent the dynamic behavior. Figure-2.26 depicts the model’s structure of the
involved concepts.

The Home Care model can be represented by a tree of conceptual
interdependencies as sketched in Figure-2.27. The dependencies’ manipulations
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require conceptual tools that allow the composition and tackling complex conceptual
structures. The performed operations involve Concept Algebra [2.166] and System
Algebra [2.167] provided by Denotational Mathematics [2.168] which is an
alternative to analytical mathematics. According to [2.169] there are (i) relational
tools performing relation, consistency, and equivalence, and (ii) compositional tools
synthesizing concepts involving inheritance, tailoring, extension, substitution,
composition, decomposition, aggregation, specification, and instantiation.

The Home Care model is called to express the static and the dynamic
behaviors of the architectural components which can be described with a set of
classes encapsulating conceptual attributes and properties. Figure-2.28 depicts a
layered structure mapping concepts and objects supported by autonomous software
mechanisms. Denotational Mathematics manipulates concepts through causal
relationships referencing objects.

Synopsis

The choice of the Social Security System model determines the necessary
reimbursement scheme for the support of the applying Health System. The formally
defined services of the Health System are distinguished into three major layers as
illustrated in Figure-2.9. The lowest layer concerns the Primary Care which is
considered as the entry point to the Health System as depicted in Figure-2.19 and it is
distinguished into the formal and the informal sections. The formal part of Primary
Care refers to developed and followed models applying completely controllable
medical processes keeping the health related records at the places where care is
provided such as in health centers, medical offices, and diagnostic centers. The
informal part of Primary Care refers to Home Care with the potential inability to
medically control the holding conditions, the carried processes, the participation of
medical professionals, and the recording of medical data. The introduction of
Ubiquitous Computing in Home Care resolves medically raised issues concerning the
requirements of Primary Care and it is expected to face efficiently and effectively
parts of Secondary Care substituting, at least initially, specific hospitalized
treatments.

Home UbiHealth refers to the provision of healthcare services at home within
a ubiquitous computing environment requires a formally defined model to overcome

the noticed barriers and raised issues. The model must satisfy the medical
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requirements supported by an adequate and adjustable infrastructure to facilitate the
desired functionality promoting treatments’ personalization, safety for patients and
medical professionals, and proper collaboration with the rest of the Health System’s
components and the related Market. Determining the formal model involves the
formal description of the formed system consisted of heterogeneous components
taking advantage of System Theory principles, the dynamically changing processes
along with the associated medical values and concepts using an adequately developed
algebraic framework for conceptual manipulations, and the static and dynamically
changing behaviors of the describing system employing appropriate advanced
mathematical devices and tools such as Denotational Mathematics. The necessary
mathematical framework must sufficiently accommodate the formal description of
the involved clinical data, the performing medical procedures, the carried health
related processes, the manipulation of medical concepts, and the administration of the
developing medical cognitive systems. Moreover, such a mathematical framework
must provide the tools to describe the static and dynamic behaviors in order to
administer both intelligence and cognition.
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Denotational Mathematics constitutes a formal approach for challenging
problems related to Cognitive Informatics and Computational Intelligence [3.1]. Such
problems are characterized by large, complex, compound, and heterogeneous in
structure architectures with diverging computing behaviors. The observed behaviors
can be classified into three categories according to: (i) the acquired property due to
the underlying infrastructure characterized by mathematical logic or the “to be”
property [3.1], (ii) the enumeration of the sets of attributes or the “to have” property
[3.1], and (iii) the functionality performed by the constituents interactions or the “to
do” property [3.1].

The behavior is defined as the instantiation of the combinations of operations
on memory locations [3.1]. The manipulation of complex problems requires the
employment of new mathematical approaches provided by Denotational Mathematics
to approach structures containing the operations of recursion, iteration, embodiment
of operations, dynamic relations with respect to artificial and physical dimensions,
inference, and autonomy. Denotational Mathematics provide the framework to use
structured tools that allow the manipulation and administration of knowledge and
natural intelligence such as Concept Algebra, Real-Time Process Algebra, and
Systems Algebra.

The behavior of software contains both the developer’s static and the user’s
dynamic points of view too. The developer is concerned with structures to obtain the
desired output assuming the occurrence of interactions to eventually reach the goals.
Formal descriptions of the behavior of software can be expressed [3.1] with the
carrying procedures, execution time, and memory space defined as

Software Behavior = B = f(procedure, time, memory) (Eg-3.1)

It follows the examination of the formal framework defined by Denotational

Mathematics and the associated algebraic tools.

3.1 Requirements
The design of models presupposes the definition of the environment, called
the hyperstructure, where the involved principles of concepts, systems, and processes

take place.



49

Definition-1: Hyperstructure, H, is the domain [3.2] of mathematical objects
represented by tuples of multiple interrelating entries of attributes, properties, and
constraints as it follows from [3.2],
H2IT=RLF(A,E) =Ry <A |E >

=< A1|E1 ><A, |5, > <A, |E, > (Eg-3.2)

with, A;is the i-th attribute in the hyperstructure H, i € N; Z;: i-th applied constraint on
A;,and R[-,: the big-R notation [3.2], with recurring and iterative functionality.
Definition-2: The concept ¢ in a semantic environment i, with ¢ < U, and its
complement ¢’ be the set of surrounding concepts, is represented by [3.2],

C 2 (0,4,R, R, RY) (Eg-3.3)

with, O: a finite set of objects of concept, A: a finite set of conceptual attributes and
A’ those of the surrounding, R¢: a finite set of relations defined by R¢ = 0x4, R': a
finite set of input relations defined by R‘= AxA’, and R°: a finite set of output
relations defined by R° = CxC’
Definition-3: the system S in a system environment U, with S < U, is represented by
a tuple [3.2] as a closed or open system interacting with its environment,

S 2 (C,R°R,R%B,0,0) (Eq-3.4)

with, C: a finite set of components of S and C’ be the surrounding components, R¢: a
finite set of internal relations among components defined R¢ = CxC, R': a finite set
of input relations defined by R* = CxC’, R°: a finite set of output relations defined by
R° = (CxC', B: a finite set of behaviors defined by B € U,, Q: a finite set of
constraints applied on components C, the behaviors B, and relations R defined by
0 < U, and ©: a finite set of components outside of the system defined: & = ¢’ < U

Definition-4: the process P in process environmentUp,, with PSP c U, is
composed by embedded relations [3.2] among n meta-processes following relational

rules y,

P £ R (pivijp;) = (oo - (((PV12P2)V23P3) - Pre1¥(n-1)nPn)  (EQ-3.5)

with p,p; EPA y; ER A i=1,..,n A j=i+1A1Lj€EN, big-R functions

composition [3.2].
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The definitions develop models within the facilitating hyperstructure of
interacting concepts, systems, and processes integrated and leading to the UbiHealth

model.

3.1.1 Concept Algebra

Concept Algebra is the framework within hyperstructures, which facilitates
the formal manipulation of abstract concepts by applying classes of operations [3.2].
Definition-5: Concept Algebra (CA) is a mathematical framework facilitating the

manipulation of concepts applying operators within the semantic environment:

CA 2 (C,u) = ((0,4,R%,RLR?), (-r,-p,-c),uc) (Eq-3.6)

with the term (0,4, R¢, R, R°) representing the formal definition of concept C; the
term -= (-,-c) is the set of used operators classified into -,, the relational operators,
-p,the productive operators, and -.,the compositional/decompositional operators; U,
represents the universal semantic environment.

The operations performed on concepts can be classified into three classes:

Class-1: relational operators in CA

The relational operators perform correlations, associations, and comparisons among
concepts which co-exist semantically in U.. The set of relational operators is

y2{e, e, <> =%~} (Eg-3.7)

with & relates concepts, «»: denotes the independence of concepts, <: applies the
relation of a concept and its sub-concept, >: performs the relation of concept and its
super-concept, =: represents the equivalence between concepts, #: defines the
unevenness and the in-equivalence of concepts, ~: for the relevance between
concepts.

Class-2: reproductive operators in CA

The reproductive operators perform the creation, the spawning or the reproduction of
concepts within the semantic environmentl.. The set of reproductive relations is

p2 (=, =, =7, =7,) (Eg-3.8)
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with = used to achieve the inheritance from a concept, =*: achieves the extension
of a concept, =™ performs the deduction of a concept, =" applies the replacement
of a concept, —: performs an instantiation of a concept.
Class-3: composition/decomposition operators in CA
The set of operators required to perform composition of composite concepts from
simple ones or decomposition of complicated concepts to simpler ones is

2, e, -} (Eg-3.9)

with l¢J: represents the composition of concepts, m: the decomposition of a compound
concept, &: conceptual ensemble, and F: applies particular characteristics to

concepts.

3.1.2 System Algebra

System Algebra is the mathematical framework manipulating information that
applies on systems modeling and management [3.2]:
Definition-6: System Algebra (SA) is a mathematical framework facilitating systems
manipulation by applying operators within the formed semantic environment g,

determined as follows

CA = (5, U5) = ((C, R, R, R%,B,12,0), (7,pc), Us) (Eq-3.10)

where, the term (C,R¢, R, R°,B, 02, 0): represents the systems Definition-3; (-, ., ¢):
represents the relational, reproductive, and composing/decomposing operators
analogously to the operations described in the definition of Context Algebra, and U:
represents the systems semantic environment.
The operations performed on systems can be classified into the following classes:
Class-4: relational operators in SA
The set of relational operators perform correlations, associations, and comparisons
among systems which co-exist in the semantic environmentl. is

G2 {6, e,11,=,#,C,2} (Eq-3.11)

with &: relates systems, «»: denotes the independence of systems, IT: represents the

overlapping behavior of systems, =: represents the equivalence between systems, #:
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defines the unevenness and the in-equivalence of systems, C: represents the relation
of sub-systems, 2: represents the relation of super-system.

Class-5: reproductive operators in SA

The reproductive operators perform the creation, the spawning or the reproduction of
systems within the semantic environmentl.. The set of reproductive relations is

L2 (==t =7,=7) (Eg-3.12)

with =: used to achieve the inheritance from a system, =*: achieves the extension
of a system, =~: performs the deduction of a system, and =": applies the
replacement of a system.
Class-6: composition/decomposition operators in SA
The set of operators required to perform the composition of complex systems from
simple ones or the decomposition of complex systems into simpler ones is

o2 {Y,m &} (Eq-3.13)

with lJ: compose systems, m: decompose compound systems, <: ensemble systems,

and +: apply particular characteristics to systems.

3.1.3 Process Algebra

The Real-Time Process Algebra (RTPA) is a framework [3.2] within which
can be modelled data objects as Structure Models (SM) and the behavior of systems
of data objects as Process Models (PM). Then, RTPA can manipulate abstract SMs
and PMs to administer the behavior of processes [3.2] and it is defined as follows:
Definition-7: Real-Time Process Algebra (RTPA) is a mathematical framework
facilitating the manipulation of meta-process models of relating computational

objects within the surrounding semantic environment U, determined by

RTPA = (T, P, R, 0,) (Eq-3.14)

where T is the defined set of primitive types for modeling computational objects
with

T 2 (N,Z,R,S,BL,B,H,P,TI,D,DT,RT, ST, @eS, @tTM, @int ©,sBL)  (Eq-6.15)
corresponding: N for natural numbers, Z for integers, R for real numbers, S for

strings, BL for boolean values, B for bytes, H for hyper-decimals, P for pointers, Tl
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for time, D for date, DT for data-time, RT for run-time, ST for system type, @eS for
event, @tTM for timing, @int® for interrupt, and sBL for system status
respectively. P: the defines set of meta-process to be used for modelling systems
behaviors where a meta-process is given in [3.2] and provided in the following
definition.
Definition-8: a meta-process P is a [3.2] primitive-atomic computational operation
manipulating the involved variables V forming structures S of type T, it is defined as
P =VxT - VO | SxT - S° 3.16)

with V9, 59 the terminal-evaluated values of variable or a structure respectively [3.2]
Definition-9: the meta-process operators of RTPA are defines by
P2 (=A=¢><|>|<@21,],,0H8§) (Eq-3.17)

corresponding to assignment, evaluation, addressing, memory allocation, memory
release, read, write, input, output, timing, duration, increase, decrease, exception
detection, skip, stop, and system, respectively [3.2].
The term R is defined as the set of relational and compositional operators on P
primitive types for modeling computational objects in order to synthesize complex
system behaviors. The process operator R can be a relational or compositional
applied on meta-processes P to develop complex processes as
P=PxP=(SxT->5%x(SxT - S% (Eg-3.18)

The term U represents the process semantic environment.

The operations performed on processes can be classified into the following classes,
Class-7: algebraic operators of RTPA

The set of relational operators perform correlations, associations, and comparisons

among processes which co-exist in the semantic environment L, is

R2{=,~]|||-,RRRL,O, =, I, |,>%bsbe bi}  (Eg-3.19)

corresponding to sequence, jump, branch, switch, while-loop, repeat-loop, for-loop,
recursion, function call, parallel, concurrence, interleave, pipeline, interrupt, time-

driven dispatch, event-driven dispatch, and interrupt-driven dispatch, respectively.
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3.1.4 Home UbiHealth model Algebra

The Home UbiHealth model is a system using concepts to apply processes to
deliver the desired outcomes within the hyperstructure. Thus, within U there coexist
interrelated semantic environments, g, embedded concepts, U, and performing

processes, U, with:

U = (U U UL, (Eg-3.20)

Moreover, in (EQg-3.4) the term C refers to components which are, in this case, the
concepts included in the system. Also, the terms of (Eg-3.4) referring to the
developed relations among the system components and the observed behaviors can be
substituted by the performing processes. Hence, in UbiHealth model (Eg-3.4) can be
revised into

S2(C,P0n0O) (Eg-3.21)

Hence, the systemic consideration of the model provides the opportunity to employ

principles, methods, and tools from System Theory and Control Theory too.

3.2 Pre-Processing stage
The availability of input, output, as well as the types and the ranges of
parameters’ values as illustrated in Figure-3.1, can determine the underlying
architectural infrastructure.
The Home UbiHealth system is defined by its transfer function relating multi-
input with multi-output (MIMO) and affected by disturbance, D(t), Figure-3.1.
Y ()

Transfer function: F(t) = — (Eg-3.22)

u(t)
State space form: x = Ax + Bu

y=Cx+Du (Eg-3.23)
with A,B,C, and D be coefficient matrices dependent on the nature and structure of
the underlying system. Systems and Control Theory principles applying on (Eg-3.22)
and (Eq-3.23) provide the following tools:
e Controllability: It is about a randomly chosen input to controllably bring the

system from an initial to a final state in a finite period of time.

e Observability: It concerns a chosen output to observe the transfer of the system

from the current to a final state in a finite period of time.
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Figure-3.1 Home UbiHealth model approached as an open-system.

e Stabilizability: It specifies whether the system can be brought to a specified state
which can be revisited, in a finite number of transitions and period of time.

e Maintainability: It describes the capability to get at the specified state if there is
an interaction with the system.

e Stability: It refers to converge from an arbitrary state to a defined equilibrium
state, in a finite number of transitions and period of time.

e Detectability: it is about the capability to observe the unstable states or the
unobservable states are stable.

The above tools provide the capability to administer the operation of the model.

3.2.1 Types of inputs

The model is a MIMO system with inputs from outside of home, inside of
home, the applied medicine, and personal preferences as illustrated in Figure-3.2. The
input data are functions of the individual as there can be more than one person treated
at home and time.

Input types can be formally described with hierarchical tree structure as we
can see in Figure-3.3, uniquely identified, classified, and grouped for fusion to create

the dominating values.
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Figure-3.2 Input types feeding the Home UbiHealth model.
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Figure-3.3 Tree structure classifying the input data.

The formal definition requires the definition of a random node of the tree
formed in Figure-3.3 and its parent node:
node(x,y) = x
Parent(x,y) = (y,2) (Eq-3.24)

with V(x, y)—3(u, v): x = u,y # v and defining the root node as:

individual'sld = root 2 node(x,y) = node(parent(x,y)) (Eg-3.25)

It is required to obtain the path to a particular node and define the root node of the

above tree structure. Thus, a path is formed picking a node and recursively reach the
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root node. Also, the subtree of an arbitrary node x is any node having X in its path.

Hence,
_ ) if (Eq —3.25) holds
path(x,y) = { node(parent(x,y))Upath(parent(x,y)) otherwise (Eq-3.26)
and
subtree(x,y) = class of input = {(z,u)|x € (z,u)} (Eg-3.27)

providing the means to visit the nodes of the tree classifying the input data.

3.2.2 Output outcomes

The World Health Organization (WHO) defines health as the state of
physical, mental, and social aspects including well-being beyond diseases [3.3].
Thus, the output refers to the individual’s health system characterized by numerous
related health parameters that can be measured, compared, used in planning, and
adopted in policies [3.4]. Hence, the output is dynamically changing according to the
scheme depicted in Figure-3.4, reproducing the Evans and Stoddart framework [3.5]
feeding actuators.

The individual’s health status can be sensed and classified according to the
Evans and Scoddart framework assessing and evaluating illness, risk, or threatening
factors. At any time, the health status is a vector containing available output sensors.

Output Sensors = {Physical A\ Artificial} = S =

{Social, Physical, Genetic, IndividualBehaviors, HealthandFunction, Disease,
HealthCare, WellBeiung, Prosperity} (Eqg-3.28)

with S spanning over the linearly independent subspaces of the contained vectors.

3.2.3 System Transitions

Events cause the system to be assigned at one of the states in the State Space,
using the state’s parameters received from the pool of Parameters Space, and
applying constraints. The system transitions represent the adapted behavior as in
Figure-3.5.
The transitions follow a typical Markov chain as shown in Figure-3.6 and at each
state S at time k, the system identifies the next possible states that may occur when

system
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Figure-3.6 A representative Markovian chain with transition probabilities.

is observed at time k+1. The model is described by the state transition matrix 4, a

square matrix mxm with the relations among the m parameters from the Parameters

Space, called state variables. At each state, the sum of flows in and out of a state must

be equal to 1. The output can be expressed as a linear combination of the state

variables and the input. At state Sy, it holds that,
Spraté—p—y=1

(Eg-3.29)

The formal definition of a Markov process is provided by the Chapman-Kolmogorov

intermediate state equations given by
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Pr = {X(tgs1) < xp41|X (@) = x} o7
Plj(k,k + n) = Pr(X,H_n :]le = i}or
pij(ke, ke +n) = X3 pir (e, Wpy(u, k + 1) (Eq-3.30)

provided that ¥ crqpij(k) = 1,the state space provides useful definitions and

properties for monitoring and controlling the behavior of the developed system with,

Path: Given any two states i and j, the sequence of transitions from i to j with
positive probabilities of occurring.

Reachable states: It defines the path from state i to reach state j.

Closed subspace: A subset S of the state space is closed if P;; =0 for
VieSAJE&SAL,jEN.

Absorbing/non-absorbing state: It is about the capability to perform
transitions originated from a set of system’s states to a defined absorbing
state. The absorbing state is a single element and it is member of a closed set
of states, otherwise the state is considered as non-absorbing.

Irreducible states: It refers to a closed set S of states, if any state j € S is
reachable fromVi e S Ai € N.

Recurrent state: It occurs when the system returns to a state sometime later
after leaving from it.

Periodic/Aperiodic state: It is noticed when a state i is visited after a number
of steps.

Discrete/Continuous transition: The transition can take place among countable
states at known discrete time intervals otherwise time is not known and it is
considered as continuous.

Ergodic states: It is about the states characterized by recurrence and
aperiodicity. Also, there are encountered positive probabilities connecting the
developing-formed state paths.

Steady-State or equilibrium or stationary state: At each state as seen in
Figure-3.6 it holds the equivalence of Rate of flow — in = Rate of flow —
out. Hence, if the input parameters are becoming time-invariant, then a
solution can be obtained independently from time in spite of the fact that

some model
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Figure-3.7 A block diagram model of the pre-processing architecture.

elements are described as functions of time. More formally, if a unit step
function is provided at the system’s input, then the system’s steady-state is the

system’s output value at time T=co.

The known and applied procedure includes the following steps (1) a rough
description or sketch of the system, (2) defining the involved states, (3) defining
relations among states, (4) developing the transition matrix, and (5) calculating
results. Solving systems of equations is prohibited by the available computing power.
Thus, designing the state space follow the steps of enumerating states, identifying
transitions, and assigning state variables keeping their number as low as possible.
The transition of the system Tr reflects its behavior and its model is defined
by
Tr =<S,S,, R, a, B > (Eg-3.31)

where, S: a finite set of defined states, S,: the initial values of the defined states, R:
set of relations among the states, i.e., the set of transitions, and «, §: two relations
from R to S associating the source a(r)and the target B(r) states. Thus, a transition
can be represented by Tr: s; — s;.

The State Space provides defined and related states. The association of states,
from x(t) to x(t), leads to x(t) = T~1x(t) where T is any non-singular matrix
called similarity matrix. Extending the meaning of similarity, the system can be
defined as:

%(t) = Ax(t) + Bu(t)
y(t) = Cx(t) + Du(t) (Eg-3.32)
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where, x: the state vector, u: the control signal, and y: the output

Then, from the similarity relation x(t) = T~'x(t) it is obtained:

A =T 1AT = A = eigenvector of A (Eg-3.33)
B=T"1B (Eq-3.34)
C=CT (Eg-3.35)
D=D (Eg-3.36)
The solution of the state equation model can be solved providing:
Y(s) =|C(sI —A)"1B + D|U(s) + C(sI — A)~1x(0) (Eg-3.37)

with x(0) to represent the initial conditions and transformed in the Laplacian s-plane.

Thus, choosing different state variables leads to different internal descriptions of the

model but using still the same input-output model.

The development of the above model provides the opportunity to use the

following administrative tools:

Controllability: it can steer the state via the control of the input to certain
locations-states in the State Space. Formally, the state x is said to be
controllable if there exists a finite interval of time [0, T] and an input
{fu(t),t € [0,T]} such that x(T) = 0. If all states are controllable then the
system is said to be completely controllable depending on input. Testing the
controllability property is performed by:
If det(sl—A)= s"+a,_s" 1 +--+a, then, A" +a,_(A" 1+ +
asl =0or

I [A,B] 2 [B AB A*B ....A" 1B] (Eq-3.38)
It is completely controllable iff I.[A, B] has full row rank.
Reachability: A state x # 0 is reachable from the considered origin if given
x(0) =0, 3t € [0,T] and input {u(t),t € [0, T]} such that {x(T) = x. If all
states are reachable, then the system is called completely reachable.
Stabilizability: a State Space model is stabilizable if its uncontrollable
subspace is stable.
Observability: it can estimate the state via the control of the output.
Formally, a state x # 0 is unobservable if given x(0) = x, and u[k] = 0,k >
0theny[k] =0,k = 0.
A system is completely unobservable if there exists no nonzero initial state
that is unobservable. The observability test is performed by:

C

racre| ¢

i

(Eq-3.39)
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Figure-3.9 Context-awareness control by a first-order feedback loop.

The system is completely observable if I},[A, C] has full column rank.
Detectability: the system model is detectable if its uncontrollable state
subspace is stable.
Duality: for a given model represented by the tuple (4,B,C,D), then if
(A,B,C,D) is completely controllable then (ATBTCTDT) is completely
observable.
PBH Test: determines the properties of controllability and observability
providing:
If and only if there exists a non-zero vector x € C"and a scalar A € C then

Ax = Ax

Cx=0 (Eg-3.40)

Then the model is completely observable.
Similarly,
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XTA = 2aXT
XTB=0 (Eq-3.40)

Then the model is completely controllable.

3.2.4 Pre-Processing Architecture

Figure-3.7 depicts a model with two units for the reception and preparation of
raw data. The first unit pre-processes data by (i) storing in buffers the recognized
data, (ii) applying fuzzy methods to reduce imprecision, and (iii) fusing data. The
coordination is performed by the Bank of Communication Protocols guiding
identification and handling of the received data.

The second unit, correlates data to define artificial parameters, finds all
matching classified data structures from known medical contexts, and fuses the
completeness of formed candidate contexts giving at the output candidate medical

contexts to be examined.

3.3 Context-Awareness for Interoperability

Interoperability is a major characteristic prerequisite of the heterogeneous
participating devices of the Home UbiHealth model which can achieve interoperation
at the semantic level. The semantic interoperability allows the participating devices to
share the same meanings and inferences in the forming and evolving situations in the
model. Figure-3.8 presents a layered framework with feedback. The interaction
among the physical devices occurs at the physical layer which provides a data
structure for each device or the Application Customized Description (ACD) data
structure to the situation layer. The relations of ACDs produce the context layer. The
input of constraints and personal preferences produces the processing layer.
Additional relations are formed with dedicated taxonomies and inference engines
producing the context-awareness layer. The distinction of dedicated and overlapping
contextual sets produces the special context layer such as the medical, the social or
the personal contexts. Additional parameters develop for each device producing the
aware ACD layer. The use of the domain knowledge produces the virtual layer where
the interoperation among the participating devices is performed at the virtual level
with complete compatibility. Then, the resulting interactions are carried to the

physical layer.
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The framework depicted in Figure-3.8 includes the following mechanisms: (i)
inference engine, (ii) rules system, (iii) taxonomies administrator managing the
representation of knowledge, (iv) layers interface, and feedback mechanisms.

From a different perspective, the semantic interoperability framework can be
presented as a first order feedback loop as shown in Figure-3.9 with inputs received
from the devices. The framework processes concepts using knowledge

representations.

3.3.1 Development of Awareness
Context-awareness is obtained by the cooperation of the inference engine with
the support from a rule-based system and dedicated taxonomies. The Processing

Layer involves the operations:

1. Identifying concepts using taxonomies and rules-based systems.

2. Normalizing concepts by determining the relations among the involved concepts
(taxonomies), discovering the inferred relations, and using the ontological
axioms.

3. Reasoning applies a framework of quantified rules provided by the physical
environment resulting into inferences enriching the context data and leading to

context-awareness.

The employed taxonomies serve two major and discrete purposes knowledge
representation and knowledge querying. The reasoning provided by the inference
engine is available approaching the taxonomies with a query language to access the
taxonomy’s coded concepts, to activate the embedded taxonomical relations and
axioms, and to apply the quantified constraints provided by sets of rules. The use of
the specifically designed Context Ontology Language (CoOL) [3.6] augments the
richness of the contextual data and develops the contents of the Context Awareness
Layer. The use of CoOL requires the adaptation of the Aspect-Scale-Context (ASC)
model described in [5.18] involving the concept of Aspect which participates in one
or more Scales and each Scale is contained in one or more Contexts. An Aspect
represents conceptual characteristics in the adopted taxonomy which can be
contained other more general characteristics of the taxonomy or an unordered set of
aspects which, in turn, can be referred to Contexts or an unordered set of Scales [3.6].

The ASC model is accessed with CoOL to develop context-awareness representing
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knowledge and transfer it to other models [3.6]. At the Processing Layer each

operational contextual model can be compared with the stored ones.

3.3.2 Interoperability Issues

The development of the Virtual counterpart of the Physical Layer, Figure-3.8,
is the prerequisite for the achievement of semantic interoperability. The availability
of the model driven knowledge at the Processing Layer offers the availability of a
core or static ontology consisted of specific taxonomies related to the domain of
medicine, as well as instances of the Physical Layer. The knowledge representation is
similar and analogous to the knowledge representation provided in [3.7] with the
distinction between the T-box and A-box for the knowledge representation as it is
reproduced in Figure-3.10. which produces a knowledge meta-model in the next
layer. The Resource Description Framework (RDF) is adopted from [3.7] using the
triple {subject,predicate,object} with the object to refer at Physical Layer’s
contents, the subject refer to the used taxonomies’ elements, and predicate refers to
rules. The knowledge base contents from [3.7] is adopted using descriptions for the
participating devices, their attributes and properties, their current context, their users,
their configuration, and their procedural steps [3.7]. The procedural steps or recipes
contain sequences of structured steps consisted of terms from the used taxonomies.
The matching synchronization between the functionalities and the interfaces among
the participating devices is performed by a virtual communications module [3.7] to

achieve the production of the interoperability interface of the virtual devices.

3.3.3 Modelling Requirements

The framework depicted in Figure-3.8 and Figure-3.10 provides the
conceptual infrastructure for the achievement of semantic interoperability through the
adoption of the Recipes [3.7]. The construct of Recipe as a sequence of procedural
steps containing instructions to perform conceptual and functional matching is used

to adapt virtual devices’ interfaces under the constraints of context. Hence, the
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Figure-3.10 Context-aware interoperability of smart devices [3.7].

framework presented provides the captured physical aspects at the Physical Layer
and interprets the corresponding artificial aspects developed and give at the Virtual
Layer. The interpretation involves capturing of the semantics of the developed
relationships among the participating devices and persons which must be described
formally and provided back to the Physical Layer. A raw representational model of
each of the participating devices in the Physical Layer is provided with each device’s
description at the ACD Layer. Extending this idea stereotypes can be developed
defining the activity and the roles performed by each device providing flexibility in
the description, extensibility in the involvement of attributes and properties,
reusability describing similar devices, and applicability due to easiness of
classifications in conceptual manipulations [3.8]. The model presented in [3.8] uses
the personas’ technique to describe user archetypes which is adopted and extended to
describe every entity in the Physical Layers of our framework since it provides the
capability to classify, adapt, customize, relate, and share attributes and properties.
The Home UbiHealth model needs the personas’ technique [3.8] to administer the
large number of participating entities at the Physical Layer using the profile data of
each entity both at design and run time too.

The formal description of the interoperability characteristics of the Home

UbiHealth requires the definition of the participating entities such as the devices
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D;and the users U; with i € N the set of natural numbers. The users interact with

devices and both of them interact with developed information entities. The

information entities are forms of meta-data resulted at the layers of the adopted

framework and they are composed of concepts, properties, and variables. The

framework uses implementations of limited ontologies Oy, k € N integrated into

knowledge bases which are used to obtain meanings of the administered concepts

with direct references to entities, devices and users. The meanings are semantic

entities that must be formally defined and the devices and the users have varying

interest on them. The following items must be formally defined in order to describe

formally the Home UbiHealth model with

Universe, V, at the physical layer it contains devices D;, users U;, and entities
E,.

Concepts, S, are applied on the universe defined by u.:V — {0,1} with
S={5}i=1,..n

Ontologies, 0, defined by 0 = {S,R} = {S,5xS} and R are the developed
relations.

Relations, R, of the involved elements with R;(x,y) withx,y € S and
R;*(x,y) = R;(y,x). Then the developed relationships on concepts must be
considered: Union of concepts, (R; U R;)(x,y), Intersection of concepts
(RiNRj)(x,y), and Composition of concepts (R;°R;)(x,y) forming
relational functions such as (R; UR;)(x,y) = f(Ri(x,¥),R;(x,¥)), (RN
R)(x,y) = g(Ri(x,y),R;(x,¥)), and
(Ri°R))(x,¥) = sup f (R;(x,y), R;(x, y)).

Algebraic manipulation of relations processing large volumes of data, for
instance, the intersection of relations provides the smallest set of
characteristics of the united relations. Hence, sets of operations can be defined
and developed to handle algebraically the involved concepts such as:

1 concept — x matches concept — y
Rp(x,y) =4—1 concept — x is inverse to concept — y
0 concept — x no matching to concept —y

From the above relationship among concepts we can determine context with

R =u; (R]") with P € {0,1} and i = 1,...n. The last equation applies on relations
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providing the capability to build combined conceptual constructs. The consideration
of fuzzy techniques to adjust granularity on the administration of concepts, the use of
techniques to take advantage of the evidences received from sensors such as the
Dempster-Shafer method, and the application of fusion techniques on concepts.

The framework depicted in Figure-3.8 requires a software infrastructure
consisted of agents and individual mechanisms. Figure-3.10 presents the dynamic
nature of the use of Recipes to achieve semantic interoperability. In the figure below,
first, an agent software mechanism performs the correspondence between the
elements of the ACD Layer that contains the physical attributes of the participating
entities in the Physical Layer and the entities contained in the Context-Awareness
Layer. Second, the entities participating in the Context-Awareness Layer export their
characteristic variables, values, ranges of values, and functionality to recipes. At the
third step, the agent makes the association among the ACD profiles, the contextual
entities, and the executing recipes. The Home UbiHealth model requires a static
infrastructure capable to accommodate the relationships and the mappings of the
involved entities to provide a uniform operational computing environment. Also,
forming recipes a mechanism or some language is needed to determine procedures

and conceptual mappings.

3.4 Adaptation Mechanisms

The layered framework of the Home UbiHealth model receives input from the
physical and induces the virtual layer. The dynamic nature of the model requires
software mechanisms to achieve, the feedback of the virtual dependencies and
relations that synchronize with the physical layer, and the enforcement of operational
rules and constraints from the physical to the processing layer of the framework.
Thus, two software mechanisms are responsible to:

1. connect and synchronize the physical with the virtual worlds, and

2. introduce operational constraints and personal preferences.

Figure-3.11 depicts the required adaptation mechanisms along with the rest of
the supporting mechanisms applied on the hierarchical structure of the framework.
Mechanism-10, is a negative feedback providing contextual-awareness to the
physical devices. Mechanism-9 is a positive feedback mechanism that inserts into the

layered framework operational constraints and personal preferences. Hence,
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Figure-3.11 The supporting software mechanisms of the context-aware

framework.

Mechanism-9 sets constraints and Mechanism-10 tries to gradually meet the aimed
targets. The framework operates autonomously without a central control mechanism

and without external interventions.

3.5 Processing
The UbiHealth model processes the received data according to the following
pattern:

e The physical layer collects the signals from the participating devices and
develops the next upwards layer consisted of the participants ACD data
structures through Mechanism-1 forming the ACD Level.

e Then Mechanism-2 performs comparisons to enrich the data structures with
additional information spawned from the holding relations among the
available data received from the lower level to form the Situational Layer.

e The received set of data is examined further by inter-relating that data and the
resulted artificial data in the Situation Layer obtained by Mechanism-3
constitutes the contextual data at the Context Layer.

e The contextual data and structures populate the available medical protocols,

diseases, therapies, and standards templates to develop by Mechanism-4
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conceptual candidate prototypes based on available data at the Processing
Layer.

e At the Processing Layer, the available medical templates are further processed
by the introduced medical constraints and personal preferences by
Mechanism-5.

e The templates are processed by Mechanism-6 using ontologies enriching
further and making available the data to the Context-Awareness Layer.

e Then, the Mechanism-7 lead to Special Context Layer where the developed
context-awareness is split into domains according to medical knowledge.

e Mechanism-8 uses the available knowledge and the available data to develop
augmented ACD from the available templates forming the Aware ACD
Layer.

e The aware ACD structures supported by Mechanism-9 form the Virtual
Layer where virtual entities interact in correspondence to the Physical Layer
entities.

e Interactions among the layer’s entities, physical and artificial, provide the
conceptual interactions and Mechanism-10 performs the feedback to Physical
Layer providing those signals that allow the Physical Level to meet its

objectives.

The stack of services receives support from taxonomies, the constraints enter through

Mechanism-5 with interfaces, and Mechanism-10 acts as a feedback controller.

3.5.1 Layered structure for sequential linear processing
Each layer transforms the layer's data, formally, performing linear
composition according to:
@) =x0) =y.f:(2) =z fi(w) =w, ..., fo(q) = ¢ (Eg-3.41)
with
F = (((((((U1° f°f3)°f)°fs)°fe)°f7)°fe)°fo) = ((((((((x° ¥)°2)°w) ...)°q) (EQ-3.42)
where,
e (fi°f,) = fi1, providing the ACD structures
e (fi2° f3) = fi.3 providing the formed situation
e (f1.3° fa) = f1.4 providing the developed context
e (f1.4°fs) = f1.g providing the pre-processed data
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Figure-3.12 A block diagram of the building blocks of a typical rule-based

system.
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Figure-3.13 Designing steps for a frame-based system.

(f1.5° fo) = fi.e providing the awareness to context

(fi.6° f7) = f1.7 providing the specific contextual characteristics

(f1.7° fs) = fi.s providing the aware ACD structures

(fi.s° fo) = fi.o providing the virtual level

Each function is a first order polynomial transforming data from one level to another.

3.5.2 Mechanism-5: Introducing Medical Constraints and Personalization
A rule-based system input as depicted in Figure-3.12 is tested against the
stored rules. It is interpreted with forward or data-driven reasoning on facts, and

proceeds forward with intermediate conclusions until exhausting all data. Also, it is
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Figure-3.14 Design principles of Mechanism-5.

interpreted with backward or goal-driven, testing a hypothesis and moves backwards
examining sub-goals until to prove it.

Frame-systems employed to design classes of constraints consisted of slots
using object-orientation. Then, slots of different frames can be referenced and
accessed by inference engines using facets which are entities that dictate the use or
the process of slots’ contents. By inheritance the frames can be part of families of
frames achieving generalizations such as “is-a”, “kind-of”, or “part-of” and
associations such as “belongs-to” or “owned by” etc. Thus, they develop
generalization, aggregation, association, and inheritance. On frames operate methods
and demons. The methods are procedures activated by semaphores signals of “When
Changed” or “When Needed” and demons preserve the characteristics of rules (If-
Then-Else structures). The “When Changed” signal updates the involved attributes in
cases of changes while the “When Needed” searches for the most recent ones. Figure-
3.13 shows the flow with the constituents,

1) Classes: With (a) the involved classes of frames (classes of objects) and (b) he
attributes of each class and the common attributes among classes.

2) Frames: Defining sets of constraints.

3) Facets: frames’ references through defined conditions and (a) values of the
frame’s slots (default, ranges, and type), (b) interfaces for the user and other
frames, and (c) inference process, for instance, the processing can stop when
attributes change or a values must be acquired before proceeding processing.

4) Slots: are constituents of frames characterized by attributes that can represent
compound attribute—data structures and procedures that they can take
advantage of polymorphism. Slots can store knowledge and they can
manipulate reproducible knowledge with demons whose functionality is

limited to the manipulation of rules and methods that provide procedural
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Figure-3.15 The building blocks of the ontology service.

knowledge with semaphores of values of either When Changed or When
Needed.
5) The inheritance tree structure along with the relations among the inherited

frames and the default values of the inherited attributes.

However, the large number of available sources causes uncertainty requiring
the Dempster-Shafer Evidence Theory (DSET) and fuzzification to exclude it.
Briefly, the (DSET) considers the set of all possible mutually exclusive events which
are assigned the degree of belief of evidence, ¥ gepeym(E) = 1. The combination of
two or more evidences is provided by the Rule of Combination evaluated
by (m®m,)(2) = Yxny=zmi(x) -m,(y) which allows to implement events
fusion. Furthermore, DSET calculates the belief about an event E, Bel(E) =
Yxcpm(X) and its complement which is plausibility given by Pls(E) =1 —
Bel(E) = 1 — Y. xcg m(X) The achieved data fusion with DSET must be associated
with Fuzzy Logic to exclude imprecision using membership functions to filter
imprecision in a rectifying manner. The design applies Fuzzy Logic to exclude
imprecision, Dempster-Shafer Theory of Evidence to obtain fusion, and Frame-Based
systems to apply medical constraints and personal preferences. Figure-3.14 depicts

the interactions of the involved principles.

3.5.3 Mechanism-6: Knowledgeable representation and processing
Inference needs knowledge support developing additional artificial
parameters as conclusions to Context-Aware Layer. The ontology must possess a
structure:
e Upper Ontologies: manipulate concepts forming extensive conceptual

hierarchies of relations among concepts and they are considered as “shallow”.
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e Domain Ontologies: extend the Upper Ontologies to a particular domain
providing constraints that form the framework for the Task Ontologies.

e Task Ontologies: oriented towards the inclusion of problem solving methods
providing details within the space of Domain Ontologies with cardinality
constraints, taxonomy of relations, and very specific constraints or axioms.

e Taxonomies: relations on specific domains of particular situations and

problems

The system requires Thesauri services giving a registry of concepts
facilitating communication and enriching the conceptual space with interfaces which
is beyond the scope of this work. Formally, [3.2] ontology involves:

0:=(C,H¢,R,HR,I) (Eg-3.43)

where, C represents a set of concepts, H¢ stands for the set of holding hierarchical
relations among concepts, C used for the set relations among concepts, H® represents
a set of relations among the formed HR = RxR relationships, and I stands for any
instantiation of concepts in a specific domain at the particular task.

Knowledge is accessed through dictionary services as illustrated in Figure-3.15, to:
transform developing new concepts while translate maps semantically equivalent
entities or linguistic alternatives. Both operations achieve merging, integrating,

mapping, and aligning ontologies with temporal tags creating knowledge versions.

3.5.4 Mechanism-9: Virtual context-awareness
Awareness is about the exhaustive availability of contextual information [3.9]
involving the dimension d and x belongs to specific type of relations in d defining:
T = {T,|d € DIM} (Eq-3.44)

where, T refers to the set of types related with the dimensions in DIM which stands
for the universe of dimensions.
The context C is defined as a finite relation
C ={f(d,x)|d € DIM Ax:Ty} (Eg-3.45)
degree C = |dom C| (Eqg-3.46)

with the degree of null C to be degree C = 0 denoting the empty relation.



75
Given a context € = f(d;, x;) = {(dq,x1), (d3, x3), ..., (dy,, x,)} then the function

dim( ) provides the involved dimensions and the function tag( ) provides the values

associated with the dimensions in the context C with C = {f;|f;} = (d;,x;) and

correspondingly dim(C) = {d;,d,, ...,d;} and tag(C) = {xq, x5, ..., x;}. Thus, given a

tuple <dg,x, > of a context C then the dimension dim(C) =d, and the

corresponding values tag(C) = x;, can be extracted. Hence, context can be

approached as a construct of relations [3.9] which apply to manipulate its dynamic

nature. In [3.9] contexts operators defined as follows:

Override: the operator @ receives two contexts and returns the first, the one
of them overriding the second, i.e., C; @ C,:C; X C, —» C;

Choice: the operator | receives a number of contexts and returns the selected
one, i.e., Ci|Cy| . |[Cr: CIX C, X C3X ... X C, = Cpy

Projection: operator | receives a context C and a set of dimensions D =
DIM and filters only contexts with their dimensions in the given set, i.e.,
ClD:CXD-C.

Hiding: the operator T receives a context C and applies on it a set of
dimensions D to remove the primitive or atomic contexts whose dimensions
arein D.

Substitution: the operator / receives a context C; and a context C, and
returns context C; with replaced those sub-contexts of C; contained in C,.
Undirected range: the operator = receives two contexts and returns a set of
primitive or atomic contexts with an ordered set of tags.

Directed range: the operator — receives two contexts and returns a set of the
included sub-contexts between the given initial contexts.

Difference: the operator & receives two contexts and returns the dimensions
that do not belong to both of them.

Join: the operator X unifies the received contexts

Intersection: the operator [-] returns the common dimensions

Union: the operator FH returns the aggregation of the received contexts

Box: is the operator that places in the same set the contexts of the same

domain.

Mechanism-9 receives the virtual ACD structure enriched with knowledge from the

used ontology extending ACD syntactically and semantically. The ontological



76
relations determine the contextual operators in order to extend or create additional

ACD structures creating the largest possible ACD dictating the contextual rules.

3.5.5 Mechanism-10: Decisive control

The topmost layer provides a virtual version of the physical situation enriched
with relations and inferences as well as the necessary procedures to obtain the aimed
goals. Mechanism-10 provides feedback instructions to the Physical Layer’s entities
considering the difference between the existing and the developing conceptual
situations operating on concepts [3.9]. The input to Mechanism-10:
Veontext = Box(Virtual .ontext) ! S€L OF primitive contexts
P.ontext = Box(Physical ontext) Il S€L OF primitive contexts
Primitives = V ontext © Peontext !/ S€L OF the difference of primitive contexts
Input = Primitives | P.,ntex: !/ Projection operation, interrelated primitives
/I “Input” contains atomic contexts in Virtual Level and not present in Physical Level
Contents = x Ontology(Input) // provide the constituents of each primitive
// “Contents” is a data structure containing attributes, properties, and functionality
TowardsPhysicalLevel = x Contents[i] // provide input to each element in
Physical Level
Output = ControlOn(Contents) /I  applies controllability, observability,
reachability, detectability and stabilizability tests
Mechanism-10 interchanges concepts and contexts considering that a context is a

container superset of concepts with the uppermost layer corresponding to context.

3.6 Contextual Development

Context develops in steps starting from the identification of devices,
applications, and people associated with a protocol for communication following the
steps: (1) develop the ACD-structure for each entity, (2) compare attributes and
properties of the ACDs to develop artificial parameters, (3) compare physical and
artificial ACD to develop more parameters, and (4) the resulting set of data constitute
the model’s context.

The virtual counterpart of the physical model is more than a mapping due to
the involved constraints applied on the contextual data and the supporting knowledge

base achieving context-awareness and virtual correspondence requiring:
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1) The elements of the developed context are examined through the filter consisted
of the provided constraints to rectify the values of the artificial parameters.

2) The contextual structures are examined against the knowledge base applying the
available constraints resulting into (a) additional artificial parameters or (b) adjust
the attributes and values of the obtained artificial parameters.

3) The examination of the contextual structures returns the top most elements from
each traversal of the knowledge hierarchy that meets the constraining
requirements.

4) The resulting set of contextual attributes and the additionally provided artificial
parameters from the knowledge base constitute the context-aware set.

5) The context-aware set is classified around the initially given data structures and
the corresponding top most concepts from the knowledge base of the conceptual
model.

6) Extended data structures and conceptual models develop the virtual model
enriched by the ontologies and the constraints.

The virtual model contains: (i) the correspondence to the physical, (ii) an
augmented structure, and (iii) conceptual instantiations with physical values. Two
methods are required, setting structures of concepts from existing contexts, and
forming contexts from existing concepts, traversing from context to concepts and

visa-versa.

3.6.1 From context to concepts
The context can be expressed as a set of data structures
Context = C = {c;jlc EO Ai,j E N} (Eg-3.47)

and

Cij = {(Ci1) Cizs oo vs Ci ) (€21, €22y e vy Cok )y won s (cjl, Cj2) ....,cjm)} (Eqg-3.48)

Then, a set of two computable functions can be defined referring to the constraints of
the provided constraints and the associated knowledge, as it follows:
Constraints = f:N*¥ > N (Eqg-3.49)
Knowledge = g:N* - N (Eg-3.50)
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Figure-3.16 The building blocks of the model’s architecture.

which provide a filter to the available context as
A(x) = (f o g)(X)c(x) (Eg-3.51)

The function composition of the constraints function f and the knowledge function g
is applied on the context ¢ resulting in the enriched version of the given context.
Thus, a function is applied to either limit the functionality of ¢ or augment its

content.

3.6.2 From concepts to context

The decomposition of a conceptual abstraction to the contextual end involves
the decomposition of the function representing concepts, A(x). Since there is always
available the function representing the actually physical set up by f(x) and the

knowledge level g(x), then the context can be simply derived by

c(x) =

A(x)
(fog)(x)

(Eg-3.52)

The reason for the establishment of a relationship from concepts to context is the
availability of a test to ensure the proper transformation. At an instance of
knowledge, the composition (f o g)(x) can be estimated by the available conceptual

information.
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3.7 Functionality

The layered structure, Figure-3.16, provides at the lowest level the interfaces
with inputs and outputs; it is supported by ontologies and two mechanisms, (i) input
of constraints and (ii) output signals. The operation must be supported by memory

and synchronizing modules.

Synopsis

Denotational Mathematics formally defines tools for the rigorous
manipulation of concepts, systems, and processes. The determined tools apply on
formally defined algebraic frameworks performing operations on concepts with
Concept Algebra, carry out systemic functions with System Algebra, and executing
processes with Process Algebra. The algebraic frameworks can describe and handle
the carried functionality supported by appropriate architectural infrastructures. The
supporting infrastructure must be capable of manipulating raw medical and
environmental data to manage the developed context setting the formed system’s
components as context-aware. Context-awareness is used to achieve semantic
interoperability among the participating devices and the coexisting software
components. Thus, using Process Algebra achieves the manipulation of carried
processes in order to obtain the functionality requirements of the infrastructure’s
components with System Algebra and to meet the desired medical conceptual setting
administered with Concept Algebra. The employed infrastructure receives
environmental home raw data and medical constraints from the supporting medical
professionals which is transformed into information and then into knowledge. The
obtained knowledge allows the development of a completely controllable virtual
context upon which it takes place the system’s decisions making. The drawn
decisions and inferences through the infrastructure turn concepts into low level data
to control the devices operating in the home environment supporting and satisfying
the personal medical needs of the end-user. Decisions are made upon the developed
virtual context using Control Theory principles to administer the operation and
functionality of the devices operating in the home environment. Hence, the formally
defined Denotational Mathematics algebraic tools applied on a matching architecture
provides the capability to acquire the sensed medical and environmental parameters,

develop the corresponding virtual medical context, make decisions based on the
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virtual context’s parameters, and then, guide the dispersed ubiquitous computing

devices to apply personalized medical treatment on the supporting users.

The Home UbiHealth model presents an adequate infrastructure to transform
raw data into sound and complete concepts through which the model controls and
interacts with the dispersed devices in the home environment supporting the personal
medical needs of the end-user. In addition, the model must develop the virtual
counterpart of the holding contextual situation and make adequate decisions in order
to administer the health status of the supporting patient. The model must present the
static and dynamic behaviors of the system’s components in order to instruct
accordingly and appropriately the co-operating devices by setting them as context-
aware and behaving with the appropriate functionality to achieve the control of the

end-user’s health status.
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The operation and the functional characteristics of the Home UbiHealth

model rely on its static structures. The following steps provide the formal description

of the model:

1.

Layered Architectural Infrastructure: The layered conceptual structure of the
model is formally described with Denotational Mathematics.

Closed Systemic Approach: The size and the complexity of the intrinsic
characteristics of the model oblige to approach the design from the systems
point of view. The model can be considered as a closed system as it considers
the effects from all influencing parameters such as the remote medical offices,
the regional hospitals and health centers, as well as the authorities and the
related market of medical products and services.

Tools for self-Control: The necessary internal building components of the
system of the Home UbiHealth model must be rigorously described with
Denotational Mathematics which with their interactions provides the required
property of autonomy. The required tools for the desired self-administration
must be described with Denotational Mathematics which must be used by the
embedded decisions making components.

Decisions Making: It is shown that the resulting structure is capable of
receiving raw data from numerous sensing devices feeding the developed
system which is capable of making adequate processing to make the proper
decisions based on the use of the involved concepts.

From Data to Concepts: The system makes decisions based on the processing
of concepts which are converted to data feeding the available actuating
devices.

Constraints and Personal Preferences: The transparent operation of the system
considers the medical constraints and the personal preferences of the
supported individual with the aims to keep the health status the closest

possible to the desired conditions.

The entire model is represented by:
§(Home_UbiHealth) £ Home_UbiHealth§. ArchitectureST

| Home_UbiHealth§. StaticBehaviorPC
| Home_UbiHealth§. DynamicBehaviorPC (Eg-4.1)
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In the following paragraphs it is given the architectural consideration of the Home

UbiHealth model and the involved static behavior of its comprising components.

4.1 Layered Architectural Infrastructure
The description of the architectural components of the model is going to be

defined using the Unified Data Models (UDM) constructs, also known as Component
Logical Model (CLM) [4.1]. The identifiers of the employed UDM are as follows:
Home_UbiHealth§. ArchitectureST = { LayersST

< ConstraintsST >< HoldingStatusST >

| Self ControlST

| KnowledgeBaseST

| EventDriverST } (Eg-4.2)

The architecture of the Home UbiHealth model is a framework with four major
components that carry out processes with their relations and interactions. The
schematic presentation of the formed framework is presented in Figure-3.11
depicting the major layers of the structure supported by the associated software
mechanisms. Each identifier in (Eg-4.2) refers to the models of the components
constituting the architectural framework which are going to be further analyzed with

the UDM contents. The framework of the layered structure is given by

LayerST £ § :: {< TPV R (Level[iN]ST >} (Eg-4.3)

The introduced constraints are provided by properly structured interfaces that
distinguished into
ConstraintsST £ § :: {(< MedicalConstraintsST >
< HealthStatusST >
< PersonalPreferencesST >)
(< RuleBasedST >)} (Eg-4.4)

The applied internal controlling tools on the processed data are enumerated and given

by
SelfControlST £ § :: {< M IENIR (Tool (jN)ST) >} (Eg-4.5)
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The distinct areas of the required knowledge is classified and provided by
KnowledgeBaseST 2 § :: {< Taxonomiesp gnowledge(kN)ST >} (Eg-4.6)

The occurring events must be uniquely identified, classified, and processed
accordingly
EventDriverST £ §:: { < EventsRegistryST >

I< EventsinternalST >

< EventsExternalST >} (Eg-4.7)

The individual’s health status is part of the formed framework which is distinguished
into the holding currently conditions, the desired conditions, and the reference
conditions given by
HoldingStatusST £ §:: { < CurrentStatusST >

I< DesiredStatusST >

< ReferenceStatusST >} (Eq-4.8)

The interaction of the framework with the physical world is performed through the
EventsExternalST component of the EventDriverST building block of the
designed architecture. The EventsExternalSTcomponents is consisted of
EventDriverST. EventsExternalST £ § :: {
< RawDataPreProcessingST >
I < DataOutputProcessedST >} (Eg-4.9)

where,
RawDataPreProcessingST = { < RawDataBuffering: ST >
I < Fuzzification:ST >
I < Fusion:ST >
I < CommBankProtocols: ST >} (Eg-4.10a)
and
DataOutputProcessedST = (
< ReceivedAtPositionST(< RecAddr:H|0 < RecAddrH < FFFFH >) >
< ProvidesAtPositionST(< ProvAddr: H|0 < ProvAddrH < FFFFH >) >)
< ReceivedTypeST(< RecType:N|0 < RecTypeN < mN >) >
< ProvidesValueST(< ProvValue:H|0 < ProvValueH < FFFFH >) >) (EQ-4.10b)
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Then, the input data from the dispersed devices in the home environment are placed
in discrete buffers positions InBufferST, storing temporarily the input data
HoldValueST of magnitude or type MagnitudeST every SamplingST intervals to
time, and introducing the newly received data OutBuf ferST to the framework:
RawDataBuf feringST = (

< InBufferST(< InAddr:H|0 < InAddrH < FFFFH >) >

< HoldValueST(< ReadValue: H|0 < ReadValueH < FFFFH >) >

< MagnitudeST(< Magnitude: N|0 < MagnitudeN < mN >) >

< SamplingST(< Rate: N|t;N < RateN < t,N >) >

< OutBufferST(< OutAddr:H|0 < OutAddrH < FFFFH >) >)  (Eg-4.11)

The acquired data feed the component at FuzzyInPortST that applies fuzzy filtering
with FuzzyScaleST on the received data in order to exclude imprecisions caused by
the involved noise or interferences providing at FuzzyOutPortST the obtained value
of FuzzyOutputST for further processing as follows:
FuzzificationST = (

< FuzzyInPortST(< FuzIinAddr:H|0 < FuzinAddrH < FFFFH >) >

< FuzzyScaleST(< FuzScale: H|0 < FuzScaleH < FFFFH >) >

< FuzzyOutputST(< FuzValue: N|0 < FuzValueN < mN >) >

< FuzzyOutputST(< Rate: N|t;N < RateN < t,N >) >

< FuzzyOutputST(< FuzOutAddr: H|0 < FuzOutAddrH < FFFFH >) >) (Eq-4.12)

The fuzzy values of the acquired raw data must be fed into the next component to
perform the operation of fusion with FusionST since there can be more than one
source of data providing the same type of signal. Thus, the fusion parameters must be
available including the ValueN, WeightN, and the PositionN in order to obtain the
dominating value for each type of read data source. The received values are placed at
FusionInPortST and the fused value FusedValueST is received at FusionOutST

for further processing:
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FusionST = (
< FusionInPortST(< FusIinAddr: H|0 < FusInAddrH < FFFFH >) >
< FuzzyParametersST(
< Weight:H|0 < WeightH < 1N >
< Value:H|0 < ValueH < FFH >
< Position: H|0 < PositionH < FFH >)
< FusedValueST(
<Val:H|0 £ ValH < FFH >
< Magn:H|0 < MagnH < FFH >)
< FusionOutPortST(< FusOutAddr: H|0 < FusOutAddrH < FFFFH >) >) (Eq-4.13)

The RawDataPreProcessingST component is supported by a Bank of
Communication Protocols CommBankProtocolsST that dictates the administration,
by the ProtocolST component, of each input source of data. For each input type the
identification, PositionIdH, the associated rules, RuleH, and the physical
magnitude, PhysMagnH, are specified in order to facilitate the administrative
handling of each known source of data:
CommBankProtocoST = (< CommBankProtocoST(

< Positionld: H|0 < PositionldH < FFH >

< Rules:H|0 < RulesH < FFH >

< PhysMagn:H|0 < PhysMagnH < FFH >) (Eq-4.14)
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Figure-4.2 The architectural building blocks of the EventsExternalST component.

The architectural building blocks of the model are presented in Figure-4.1 depicting
the components involved into (Eg-4.2).

The EventDriverST. EventsExternalST performs two operations. Firstly, it
performs the pre-processing operation of the received raw data facilitated by the
RawDataPreProcessingST component. Secondly, the DataOutputProcessedST
component provides the processed data at the physical world’s interfaces. The
diagram in Figure-4.2 presents the involved architectural building components
described by (Eg-4.9 through 4.14).

4.1.1 Design of the stack of Layers
The description of (Eg-4.3) provides a condensed expression for the layered
infrastructure that provides a sequential mode of processing on the prepared raw data.
Iterating through each loop of (Eg-4.3), each layer of the infrastructure can be visited
and examined. The first layer in the infrastructure refers to the counterpart of the
existing physical set-up of devices and software entities which are presented as it
follows:
Level[0]ST = (< PhysicalLevelST(
< Interface[0]ST(
< InputinterfaceST(
< InMemPosit: H|0 < InMemPositH < FFH >
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< InMemVal:H|0 < InMemValH < FFH >
< InResource: H|0 < InResourceH < FFH >) >
< OutputinterfaceST(
< OutMemPosit: H|0 < OutMemPositH < FFH >
< OutMemVal:H|0 < OutMemValH < FFH >
< QutResource: H|0 < OutResourceH < FFH >) >
) >
< ProcessingSpace[0]ST(
< MemPointer: H|0 < MemPointerH < FFH >) >

) >

(Eg-4.15a)

In the same fashion, the internal structures of each of the rest of the infrastructure’s

layers are defined. It follows the definition of the architectural form of the layers in

(Eg-4.15b) through (Eg-4.15i).
Level[1]ST = (< ACDLevelST(
< Interface[1]ST >
< ProcessingSpace[1]ST >) >
Level[2]ST = (< SituationLevelST(
< Interface[2]ST >
< ProcessingSpace[2]ST >) >
Level[3]ST = (< ContextLevelST(
< Interface[3]ST >
< ProcessingSpace[3]ST >) >
Level[4]ST = (< ProcessingLevelST(
< Interface[4]ST >
< ProcessingSpace[4]ST >) >
Level[5]ST = (< AwarenessLevelST(
< Interface[5]ST >
< ProcessingSpace[5]ST >) >
Level[6]ST = (< SpecialLevelST(
< Interface[6]ST >
< ProcessingSpace[6]ST >) >
Level[7]ST = (< AwareACDLevelST(
< Interface[7]ST >

(Eg-4.15b)

(Eg-4.15¢)

(Eg-4.15d)

(Eg-4.15€)

(Eg-4.15f)

(Eq-4.150)
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< ProcessingSpace[7]ST >) > (Eg-4.15h)
Level[8]ST = (< VirtualLevelST(

< Interface[8]ST >

< ProcessingSpace[8]ST >) > (Eq-4.15i0)

Figure-4.3 depicts the building blocks of a typical layer and the layers of the stack.

4.1.2 Implementing the applied Constraints

The inserted and applied constraints have three aspects, first, the holding
conditions of the individual’s health status that can request certain actions to bring
the system to an equilibrium state, second, the personal preferences of the supported
individual that aim to comfort living at home, and third, the medical requirements as
a result of the diagnosed diseases for the supported individual. The framework is
connected to properly adapted interfaces to receive the raw data from all these three
sources that constitute the applied constraints on the decisions made to eventually
support the individual’s health status at home. Analyzing the constituting
components of (Eg-4.4), the applied constraints must present the following input,
processing, and output facilities. The medical constraints consists of

MedicalConstraintsST = (< DiagnosticsST >< DiagnosesST >

< TherapiesST > < DrugsST >< CurePlanST >)(Eg-4.16a)

The constraints applied by the current status of the individual’s health is provided by
the following relationship that provides three aspects, first, the desired status set by
the medical professionals, second, the reference status referring to the normal values
of the health status set by the medical professionals, and third, the holding conditions
of the individual’s health status provided by the evidences from the ubiquitous
computing environment,

HealthStatusST = (< DesiredST >< ReferenceST >< HoldingST >) (Eg-4.16b)

The last set of parameters that apply constraints is related with the personal
preferences of the individual. This set refers to the energy administration, the holding
conditions at home, the list of the activities of daily living (ADL), the entertainment

activity, and the social security characteristics of the individual,
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PersonalPreferencesST = (< EnergyST >< HomeConditionsST >

< ADLST > < EntertainmentST >< SocialSecurityST >)(Eq-4.16c)

Each of the employed components is further analyzed into three major blocks: the
input buffer, the processing space, and the output buffer. For instance, the

DiagnosticsST component is directly proportional to the typical component that is

consisted:

< DiagnosticsST = (< InputDiagnosticsST(
< InDiagnMemPosit: H|0 < InDiagnMemPositH < FFH >
< InDiagnMemVal:H|0 < InDiagnMemValH < FFH >
< InDiagnResource: H|0 < InDiagnResourceH < FFH >) >

< ProcessingSpaceDiagnostic[0]ST(
< DiagnMemPointer: H|0 < DiagnMemPointerH < FFH >) >

< OutputDiagnosticsST(
< OutDiagnMemPosit: H|0 < OutDiagnMemPositH < FFH >
< OutDiagnMemVal: H|0 < OutDiagnMemValH < FFH >
< OutDiagnResource: H|0 < OutDiagnResourceH < FFH >) >
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) > (Eq-4.17)

The output buffers feed a rules-based module that introduces the set of constraints
which is going to be applied onto the data of the layered framework. The rules-based
module is consisted of three components including: first, the rules conditions
component, second, the processing memory space module accessed by the inference
engine, and third, the inference component,
RulesBasedST = (
< InRulesBasedST(
< InRulesBasedMemPosit: H|0 < InRulesBasedMemPositH < FFH >
< InRulesBasedMemVal: H|0 < InRulesBasedMemValH < FFH >) >
< OutRulesBasedST(
< OutRulesBasedMemPosit: H|0 < OutRulesBasedMemPositH < FFH >
< OutRulesBasedMemVal: H|0 < OutRulesBasedMemValH <
FFH >) >
< InferenceSpace[0]ST(
< MRulesBasedemPointer: H|0 < RulesBasedMemPointerH < FFH >) >
) > (Eq-4.18)

In Figure-4.4 the component of (Eg-4.4) are depicted where the applied medical, the
sensed health status, and the personal preferences constitute the in-parallel acting

components that feed a rule-based system.

4.1.3 Regulating Component

The model has the capability to adjust the values of its parameters in order to
satisfy its purpose and attain its goals related to the individual’s health status. The
discrete values of the model’s output are directed to the dispersed devices affecting
with their operation the individual’s context. The model adjusts its operation using
the acquired raw data which is processed with the held knowledge to provide the
proper instructions to the operating physical devices. The input to the regulating or
self-controlling component is received from the virtually developed aware context
which provides the required values to the actuating physical devices. The regulating
component is equipped with a set of tools borrowed from Control Theory focusing on

Controllability, Observability, Stabilizability, Maintainability, Stability,
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Detectability, and Reachability. Expanding (Eg-4.5), it reveals the associated tools
used for the adjustment of the physical devices operational behavior as it
SelfControlST £ §:: (

< InDataFromVirtualContextST >

< ControllerST >

< ControlingToolsST(

(< ToolControllabilityST >< ToolObservabilityST >)
Il ( < ToolStabilizabilityST >< ToolMaintainabilityST ><

ToolStabilityST >< ToolDetectabilityST >< ToolReacabilityST >) >)

< OptimalDecisionST > ) (Eq-4.19)

The corresponding block diagram is depicted in Figure-4.5 presenting the input and
output components along with the employed structures of the applied tools. The
structure of the self-controlling component is equipped with a decision making
component that provides the data representing the taken decisions to the Events
Driver component to reach the interfaces of physical devices of the model.
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Figure-4.6 The architectural blocks of the knowledge base interfacing component.
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4.1.4 Knowledge Base Component
The model’s framework must be supported by a knowledge base in order to

achieve the integration of raw data into information and then the transformation of
information to wisdom. The contribution of the required knowledge base aims at two
necessary constituents: first, relations among raw data without direct but implied
relationships, and second, the definition of terms, composite elements, and concepts
along with their established relations,
KnowledgeBaseST 2 § :: {< Taxonomiesp(gknowledge(kN)ST >} :: (

< GivenUnrelatedDataST >

< TemporaryWorkingSpaceST >

< ReturnedRelatedDataST >) (Eg-4.20)

The block diagram describing the infrastructure of the knowledge base component is

given in Figure-4.6 presenting the constituting building blocks.

4.1.5 Data Transformations

The set of raw data S; is obtained from the physical layer constituting the first
level L; which contains the cooperating devices in the ubiquitous computing home
environment. Processing the elements of S, the set S, is obtained and applying
successive processing on the obtained set the following chain of relations is defined
forming a sequence of functions:
obtaining the set of ACD structures,

f1:5. -85, (Eq-8.21a)

forming the set of Active Space (AS) structures,
fz: SZ i 53 (Eq'821b)

forming the content of the ubiquitous computing situations,
f3: 53 - S4, (Eq'821C)

developing the corresponding context,
fa:S4 = Ss (Eg-8.21d)
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Figure-4.8 The data transformation performed by the layers of the system.

enriching the contextual context with knowledgeable relations,
fs: SS il S6 (Eq'821E)

developing the corresponding aware AS structures,
fe: S = S7 (Eg-8.21f)

forming the corresponding aware ACD structures and
f7:87 = Sg (Eg-8.219)

developing the virtual aware context.
f8: 58 g Sg (Eq'821h)
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On the obtained virtual context-aware set Sq, there are applied control tools to make
decision on how to instruct the physical devices to act at the physical layer. In Figure-
4.7 it is depicted the transformation of the given physical set of data until it receives
back instructions for the operating devices functioning at the physical layer

supporting the individual’s health at the home ubiquitous computing environment.

4.2 Closed Systemic approach

The data from the dispersed physical devices in the ubiquitous computing
home environment constitute the physical level of the model. The raw data from the
devices are collected in the physical layer and then they are transformed successively
to the next layers up to the formation of the virtual corresponding layers. The virtual
layer of the model corresponds to the physical layer enriched by artificial parameters
as a result to the holding interrelationships. The virtual layer allows the manipulation
of complete information and concepts instead of using detailed data. Figure-4.8
depicts the transformations as the data pass through each level of the model’s internal
layers. A process is applied at each level of the model augmenting the contained data
with the holding relations among the parameters and with the knowledge provided by
the associated knowledge base. The applied processes consider the set of medical
constraints and the personal preferences of the supported individual. The layers, the
supporting knowledge base and the constraints constitute a system since the content
of the virtual layer provides guidance to the devices of the physical layer.

The availability of the virtual layer provides the required data to examine the
effects on the individual’s health status. The effects on the individual’s health are
examined performing a set of tests applied on the formed system. It follows the
application of controlling tests and the actions taken to support the individual’s
health. The model is examined, tested, and controlled applying manipulations on the

following set of simultaneous equations that represent the system:

dx _ Ax+ B
o = Ax + Bu
y =Cx + Du (Eq-4.22)

In (Eg-4.22) there is large number of parameters involved that make the solution of
the set of simultaneous equations impractical due to the formation of large matrices

as in A, B,C, D requiring computing intensity and considerable time to perform the
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necessary inversions. Hence, alternative approaches must be considered leading to
the use of tools from Control Theory since the contents of the 4, B, C, D matrices is

already available at the virtual layers of the model.

4.2.1 Testing the System status
The self-control component of the model contains the required tools to make
the appropriate optimal decisions. The decisions are related with the issuance of
specific instructions which are going to be directed at specific devices. The
instructions directed to the devices at the physical layer are chosen be such that the
status of the system is at one of the desired states. The desired system states are
directly proportional to the health status of the individual considering the medical
constraints; the holding conditions are home, as well as, the personal preferences. In
order to characterize the status of the system, the testing tools borrowed from Control
Theory must be applied with the characteristics of Controllability test to be given
ToolControllabilityST = (
< InputinterfaceST(

< dafrom: H|0 < dgpromH < FFH >

< dpeo: H|0 < dyeoH < FFH >

< dpfrom:H|0 < dgrromH < FFH >

< dge:H|O < dgioH < FFH >

< InPointerMatrixA: H|[d4from][dato] >

< InPointerMatrixB: H|[dgrom][dpto] >

< OutputinterfaceST(
< OutRankMatrixPcoper: H|O < OutRankMatrixPeoper < FFH >
< ProcessingSpaceST(
<dcfrom:H|0 < d¢romH < FFH >
<dcto:H|0 < d¢ioH < FFH >
< MatrixPeoner: H|[defrom][deto] >) > ) (Eg-4.23a)

Similarly, the tool for Observability is given by:
ToolObservabilityST = (
< InputinterfaceST(
< dgfrom: H|0 < dpfromH < FFH >
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< dyo:H|O < dyoH < FFH >
< dc¢from:H|0 < d¢promH < FFH >
< dcto: HI0O < doH < FFH >
< InPointerMatrixA: H|[dfrom][dato] >
< InPointerMatrixC: H|[d¢from][dcto] >
< OutputinterfaceST(
< OutRankMatrixPopgery: H|0 < OutRankMatrixPypser, < FFH >
< ProcessingSpaceST(
<dcfrom:H|0 < d¢fromH < FFH >
< dcto:H|0 < dcoH < FFH >
< MatrixPopsery: H|[deprom|[dero] >) >) (Eg-4.23b)

In the same fashion, the tool for Stabilizability is provided when C =
[A — Al B]full row rank has given
ToolStabilizabilityST = (
< InputinterfaceST(
< dgfrom:H|0 < dyfromH < FFH >
< dato: H|0 < dygoH < FFH >
< dgfrom:H|0 < dpfromH < FFH >
< dpto:H|0 < dg;cH < FFH >
< A:H|0 £ AH < FFH >
< InPointerMatrixA: H|[d4from][dato] >
< InPointerMatrixC: H|[dgfrom][dpto] >
< OutputinterfaceST(
< OutRankMatrixPsiqpi: H|0 < OutRankMatrixPsyqpi; < FFH >
< ProcessingSpaceST(
< defrom: H|0 < d¢fromH < FFH >
< dcto:H|0 < dcoH < FFH >
< MatrixPsapy: H|[defrom|[dero] >) >) (Eg-4.23c)

The Maintainability tool refers to the capability of the model to correct faults,
improve performance, change its attributes, or adapt to the changes of the

environment in order to obtain a stable model and it is provided
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ToolMaintainabilityST = (
< InputinterfaceST(
< dafrom:H|0 < dypromH < FFH >
< dyo:H|O < dyoH < FFH >
< dgfrom:H|0 < dgsromH < FFH >
< dgto:H|0 < dgoH < FFH >
< InPointerMatrixA: H|[d4from][dato] >
< InPointerMatrixC: H|[dgrrom][dpio] >
< OutputinterfaceST(
< OutRankMatrixPygine: H|0 < OutRankMatrixPygine < FFH >
< ProcessingSpaceST(
<dcfrom:H|0 < d¢fromH < FFH >
< dcto:H|0 £ d¢toH < FFH >
< MatrixPygine: H|[dcfrom|[deo] >) >) (Eg-4.23c)

The Stability tool takes advantage of the fact that the eigenvalues of matrix A have
negative real part and it is provided
ToolStabilityST = (
< InputinterfaceST(
< dgfrom:H|0 < dyfromH < FFH >
< dgto: H|0 < dyoH < FFH >
<AN|ANZO0 >
< InPointerMatrixA: H|[d4from][dato] >
< OutputinterfaceST(
< EigenValueRealPartA: H|0 < EigenValueRealPartA < FFH >
< ProcessingSpaceST(
< dafrom:H|0 < dypromH < FFH >
< dato: H|O £ dyeoH < FFH >
< MatrixA: H|[dafrom][dato] >) >) (Eq-4.23e)

The tool for testing the Detectability property is using the Hautus test which refers to

A— Al
[

] has full column rank, it is given
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ToolDetectabilityST = (
< InputinterfaceST(
< dafrom: H|0 < dyfromH < FFH >
< dato: H|0 < dygoH < FFH >
< dcfrom:H|0 < d¢promH < FFH >
< dcto:H|0 £ dcoH < FFH >
< A:H|0 < AH < FFH >
< InPointerMatrixA: H|[d4from][dato] >
< InPointerMatrixC: H|[d¢from][dcto] >
< OutputinterfaceST(
< OutRankMatrixPpetect: H|0 < OutRankMatrixPpepece < FFH >
< ProcessingSpaceST(
< dpfrom:H|0 < dpfromH < FFH >
< dpto:H|0 < dpoH < FFH >
< MatrixPperece: H|[drprom|[dro] >) >) (Eq-4.23f)

The Reachability tool informs about the reachability of certain modes of the system,
i.e.,, [A — Al B] has full row rank or the entire system is reachable [4.2] provided
that C=[B AB A2BA3B A*B A°B...A"™'B] has full rank and the
corresponding architectural infrastructure includes:
ToolReachabilityST = (
< InputinterfaceST(
< dafrom:H|0 < dgrromH < FFH >
< dppo: H|0 < dyoH < FFH >
< dpfrom:H|0 < dgfromH < FFH >
< dpeo: H|0 < dgioH < FFH >
< InPointerMatrixA: H|[d4from][dato] >
< InPointerMatrixC: H|[dgfrom][dpto] >
< OutputinterfaceST(
< OutRankMatrixPcypner: H|O < OutRankMatrixPeoper < FFH >
< ProcessingSpaceST(
< dcfrom H|0 < d¢promH < FFH >
< dceo:H|0 < dgioH < FFH >
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< MatrixPReachab: Hl [dCfrom] [dCto] >) > ) (Eq'4-239)

Thus, the availability of the above tools provide the capability to test the system’s
status.

4.2.2 Applied Control
The model’s self-controlling component forms a loop around the layered
component while the constraints component is cascaded within this loop. The
described infrastructure presents an intrinsic adaptive control to the sensed
parameters which is supported by a knowledge base. In Figure-4.9 it is depicted the
formed first-order control loop which is described by the relation of (Eg-8.2) which
can be re-written as
HomeUbiHealth§. ArchitectureST £ {
< ProcessST(
< (< ToPLerelR (Level [iN]ST >
I< (< MedicalConstraintsST >
< HealthStatusST >
< PersonalPreferencesST >) >
< RuleBasedST >
|| < Taxonomiesp knowledge(kN)ST > ) >
< EventDriverST > ) >

< MSUTETSR (Tool (jN)ST) > } (Eq-4.24)

The corresponding block diagram of the architectural infrastructure is presented in
Figure-4.9.

The self-controlling component is acting as an adaptive controller, see Figure-
4.2, aiming at providing guidance-instructions to the physical devices such that the
model satisfies the stability criteria set by the medical professionals. According to
Control Systems theory, a system is stable if the output is bounded for all bounded
inputs. In our case, the inputs to the model are constrained by the ConstraintsST
component applying medical constraints, health status, and personal preferences.

Taking advantage of the Routh Array criterion, an effective test can be performed
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Figure-4.9 The Home UbiHealth model as a first-order loop control system.

requiring the coefficients of the first column of the controller to be all positive. Other

stability tests exist such as the Bode and the Nyquist stability criterion.

4.3 Tools for self-control
The behavior of the infrastructure depends on the self-control component
which applies control on three directions:

1) Control on Concepts: the involved concepts at the virtual layer of the
infrastructure form a system of concepts which is bounded by the provided
values and limits from the constraining component of the infrastructure. The
designed architecture forms a first order control loop with the input provided
from the physical layer and the dispersed sensing devices, the input is
bounded by the constrains components while the output is also bounded by
the constrains component in order to obtain a stable system. The controlled

system is consisted of the concepts involved in the virtual layer.
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2) Action Control: the self-control component provides the output to the
actuating devices at the physical layer through the Events Driver component.
The output of the self-control component is directed to the events driver
component which, in turn, advances the controlled values at the specified
actuating devices.

3) Applications Migration: the self-control component provides the required
information for the synchronization of the migration of applications from a
device to another at the physical layer. The applications migration is
synchronized in order to support the individual’s mobility locating and
identifying the departing and the destination devices for the application’s

transfer.

The internal structure of the self-control component must be capable of
accommodating the infrastructure for a complete fist-order loop control system, the
buffers for the provided output from the control system along with synchronizing

information for applications’ migration to support the individual’s mobility.

4.3.1 Control on Concepts
For the development of a system it is required:

1. Input: it is provided by the sensing devices at the physical layer enriched by the
constraints provided by the medical professionals, the personal preferences of the
individual, and the individual’s health status, as well as, the additional attributes
and properties associated with each device or the relations among the devices by
the supporting taxonomies.

2. Output: directed to the Events Driver to supply the actuating devices at the
physical layer. The output of the system consists of values to be fed at the
physical devices and values to feed artificial constructs assisting in the
development of the virtual layer.

3. States variables: the set of variables that describe the discrete states of the system
allowing the estimation of the next state given the current values of the state
variables. In other words, the next state of the system depends on the interactions

with current values while the set of state variables characterizes the system.

In Figure-4.10 it is presented the block diagram of a system showing the input, the
output, the initial values and the state of the system. The state of the system is
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Figure-4.10 The controlled system’s elements and the regulating constraints.

represented by a set of variables X = {x;, x,, x5, ....., x,,} which are interacting and
provide a square matrix A = XxX representing the state matrix, a n x n matrix. The
set of inputs U = {uy, u,, us, ... Uy, } is interacting with the state variables forming a
matrix B = X x U which is a nxm matrix. Hence, the differential equation x = Ax +
Bu describes the change of the system’s state. The set of outputs from the system
Y = {y1,¥2, V3, .. Vi } are related with state variables X = {x,, x5, x5, ....., x,, } forming
the output matrix C = XxY which is a n x k matrix and the output related with the
input form the D = Y x U which is a k x m matrix. Hence, the linear equation y =
Cx + Du describes the output of the system as a function of the provided input and
the state variables. The system is described by the following set of equations:

x = Ax + Bu

y=Cx+Du (Eq-4.26)

The design requires three phases:

e Phase-1: consider the entire set of state variables to be fed back into the
virtual layer, each state is related directly with the corresponding concept of
the virtual layer.

e Phase-2: construct an “observer” for those states that are not directly sensible
and not directly present in the output.

e Phase-3: connect the “observer” to the feedback.

The examination of the behavior of the system is performed with the tools of
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e Controllability:  calculating the rank of the square matrix
P.=[B AB A?B...A"1B]

C
CA
CA™1

e Observability: calculating the determinant of the matrix P, = #0

CA;l_Z
LcA™ 1]

With the above tools the state of the system can be controlled which implies that the
system of concepts can be controlled and hence, the information and the related data
can be controlled. In other words, controlling the interacting concepts, the associated
information and then, the constituting data can be controlled too. The applying
prerequisite refers to the inclusion of concepts of the same ontological abstraction or
level. When there is a conflict or an ambiguity arises in the control of the system,
then concepts from a lower ontological level must be used to continue with
conceptual consistency. Likewise, when the system’s constituting concepts have been
defined, the availability of concepts at a higher ontological level must be examined to
reduce the number of system’s variables. The relation (Eg-4.19) contains the
component < ControllerST > which includes the structural elements of
ControllerST = (

< MatrixAST >

< MatrixBST >

< MatrixCST >

< MatrixDST >

< InputUvectorST >

< OutputYvectorST >

< StateXvectorST > ) (Eq-4.27)

The feedback loop is developed through the physical layers of the infrastructure in
order to reconsider the relations among the involved state variables. Also, the
feedback is passing through the layered infrastructure in order to reform the mixture
and the values of the involved concepts. The change in the relations and the
corresponding values of the relations cause the corresponding changes to the values
of the actuating devices related to the changing values of the involved concepts.

Figure-4.10 depicts the system consisted of interrelated data, information, and



106

concepts along with the limiting constraints and the regulating knowledge. Hence, a
change in the state of a concept requires the change in the state values of the
constituting information and the supporting data causing a restructuring of values and

relations.

4.3.2 Action Control
The Self-Control component outputs the values intended for the actuating

devices. The control is applied on the virtual corresponding layer of the model’s
infrastructure that contains the physical, the virtual components, and their identified
relationships. The control is performed by the self-controlling component that must
provide the structural facility to accommodate the identification for each physical
actuating device, the related decision made by the self-controlling component
considering the entire situation of the model, and the action to be taken for the
specific actuating device. From the relation (Eg-4.19) results the term
< OptimalDecisionST > in more details
OptimalDecisionST = ( < IdentificationST >

< DecisionST >

< AdaptationST >) (Eg-4.28)

The relation (Eg-4.28) provides the means to obtain the closed control loop of the
model. Figure-4.11 illustrates the formed loop with a self-controlling component
accommodating the identity, the taken decision, and the adaptation values.

The sensed raw data is passed through the Event Driver, it is processed by the layered
infrastructure and then it is represented in the formed virtual layer where there is a
complete representation of the holding situation at the physical environment. Then,
the self-controlling component identifies the involved device(s), it decides upon

evidences, and adapts the value that must be provided to the actuating device.

4.3.3 Applications Migration

The developing situations in the ubiquitous computing environment require forcing
the abrupt interruption of the software applications operation. There are many various
reasons for sudden discontinuities in the software applications operation such as

power failures, introduction of electromagnetic interference, white noise, or wireless
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Figure-4.11 The first-order control loop of the controlled Process.

connectivity limitations. The model must be capable or realizing, facing, and
responding to interrupts finding alternatives in order to keep supporting transparently
the uninterruptable operation of the system. The model autonomously, without any
external intervention, adapts its operation in order to achieve the set goals and aims.
The self-controlling component must provide the proper facilities to accommodate
the necessary information to coordinate and synchronize the operations of migration,
assisting the transfer of a software application that satisfies the operational
conditions.
The examination of the relation (Eq-4.28) reveals that the component must involve
the capability to contain the required information for migration. Each of the three
stages of (Eg-4.28) must be as it follows:
OptimalDecisionST = (
< IdentificationST(
< ModificationST(
< Modify:BL|ModifyBL = {(T,on), (F,of f)} >
< ModifyDeviceST >) >
< MigrationST(
< Migrate: BL|MigrateBL = {(T,on), (F,of f)} >
I< MigratingDevicesST(
< MigrateFromDeviceST>
< MigrateToDeviceST>) >) > ) >
< DecisionST(
< DecidedActionsST >
< DecidedDevicesST >) >
< AdaptationST(
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< AdaptedPlanST >
< AdaptedDevicesST >
< AdaptedActionsST >) > ) (Eg-4.29)

For the case of migration, the MigrateBL component must be set to True and then the
involved  devices must be identified with the components of
MigrateFromDeviceST and the MigrateToDeviceST. Then, the decided action plan must
be accommodated in the data structures of the DecisionST component and the
information related to the involved activities must be placed in the AdaptationST

component.

4.4 Static Behavior: Transform Data to Concepts

The static behavior refers to those components of the design that are known at
compilation time. In other words, the static behavior section contains the
descriptions of the functional components of the designed model. The architectural
components have functional characteristics with which is accomplished the flow of
data within the described architecture.  The interaction of those functional
characteristics causes the propagation of data within the architectural infrastructure.
Hence, the static behavior is determined from the characteristic capabilities presented
by the architectural elements that achieve the transfer and transformation of the
administered data.

The interactions among the architectural elements of the infrastructure
represent the static specifications of the model and they are known at design and
compilation time. The functionality of the architectural elements must present an
input and an output handle to achieve the interactions with other coexisting
architectural elements along with a processing component. The architectural elements
characteristics are defined through the employment of Unified Data Models (UDM)
and Unified Process Models (UPM) [4.3]. The UDM structure is used to describe the
architectural elements while the UPM structure is used to describe the static behavior
of the architectural elements. The general form of UDM as it is described in [4.3] is
given by 1 =< Elementld:type | (ApplyingConstraints) >with a formal
definition from [4.3] as

UDM 2 1 =< ™R < S;|Ve; € S;,p;(e;) > (Eq-4.30)
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Figure-4.12 Block diagram of the Home UbiHealth model’s internal data handles.

where, p; denotes some arbitrary shared property among the elements of the S; set.
The UPM construct is used to describe the behavior of a software program
g governed by logical operations ruled by interrupting events occurring in the

dimension of time which is formally described in [4.3] as a dispatching procedure:

P = . R(@e; b P) = R [@ek L, "ZIR (si(k)rij(k)sj(k))] (Eq-4.31)

withj =i+ 1 and the term "_IR (si(k)rij(k)sj(k)) denoting the involvement of

process Py for the flow of program’s operations. Considering the availability of UDM
and UPM constructs, then, the static behavior of the model’s architecture can be
defined using the defined framework of Real-Time Process Algebra (RTPA) defined
in [4.4]. The RTPA framework can be used to describe models of conceptual systems
which are in between their logical and physical counterparts. The RTPA framework
is defined by the triplet of RTPA £ (T,P,N') where T representing 17 primitive
types to model systems, P representing 17 primitive meta-processes to model the
behavior of systems, and WV representing 17 primitive relations among processes to
model complex systems’ behaviors.

In the following paragraphs it is given the transformation process of raw data
to the development of the virtual environment based on the constraints and the
available medical knowledge level. Among the set constraints are the personal
preferences of the individual whose evolving status of health is controlled by the

described Home UbiHealth model. The model of the formed system includes the
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supported individual whose physiological and psychological aspects of the health
status are considered and examined by the existing knowledge level at the virtual
layer of the described model.

The Home UbiHealth model involves a layered structure with which it processes the
acquired raw data, at the lowest level, in order to produce, at the highest level, the
virtual corresponding model of the physical environment. Recalling the relations (Eq-
4.21a) through (Eg-4.21h) it is obtained the gradual transformation of raw data.
Figure-4.12 depicts the building blocks of the data transformation component along
with the required handles with the supporting components of Event Driver,
Knowledge, Constraints, and Self-Control.

The static behavior of the data flows in the Home UbiHealth model is
described by the following relation (Eg-4.32) emphasizing on the use of the involved
data handles that ensures the functionality among the involved main system’s
components,
< FlowDataOperationPC = (

EventDriverFlowData(
< I:: (InRawDataTYPE, OutControlDataTYPE) >

OutRawDataTYPE, OutProcessedDataTYPE, M edicalTYPE,) >
PreferencesTYPE, HealthStatusTYPE

<0:: (
< UDM ::<
EventDriverST, HandleOST, Handle1ST, Handle6ST, Handle7ST >)PC
LayersFlowData(
< I:: (OutRawDataTYPE, ConstraintTYPE, KnowledgeTYPE) >
< 0 :: (VirtualDataTYPE) >
< UDM ::< Layer1ST, Layer2ST, Layer3ST, Layer4ST, Layer5ST,
Layer6ST, Layer7ST, Layer8ST, Layer9ST, Handle2ST, Handle3ST,
Handle10ST, Handle11ST >)PC
ConstraintsFlowData(
< I:: (MedicalTYPE, PreferencesTYPE, HealthStatusTYPE) >
< 0 :: (ConstriantTYPE) >
< UDM ::< RuleBasedSystemST, Handle8ST, Handle9ST >)PC
KnowledgeFlowData(
< I:: (QueryTYPE) >
< 0 :: (KnowledgeTYPE) >
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< UDM ::< RelationResolutionST, Handle12ST >)PC
SelfControlFlowData(
< 1:: (VirtualDataTYPE) >
< 0 :: (OutControlDataTYPE) >
< UDM ::< ControlinfrastructureST, Handle5ST, Handle6ST >)PC
) > (Eq-4.32)

The distinguished identification of the handles provides the capability to perform
matching of the data exchanged among the major components of the model. The
output of any two cooperating handles is going to be input to the other and hence,
pairs of handles must present matching input-output data structures and the
corresponding data types. The output of each of the used handles is either input to its

cooperating corresponding handle or output to the contained model’s component.

4.4.1 Supporting Handles
The assigned handles provide the architectural infrastructure for the operation
of the designed model. The description of each of the 13 handles is provided with the
following relations:
< HandleOST(
< Input0: TYPEO|(TYPEO T TYPE)A(Input0 € TYPEO) >
< Output0: TYPEO|(TYPEO = TYPE)A(Input0 € TYPEO) >) >
< HandlelST(
< Output0: TYPEO|(TYPEO = TYPE)A(Output0 € TYPEO) >
< Outputl: TYPE1|(TYPE1 C TYPE)A(Outputl € TYPE1) >) >
< Handle2ST(
< Outputl: TYPE1|(TYPE1 = TYPE)A(Outputl € TYPE1) >
< Output2: TYPE2|(TYPE2 = TYPE)A(Output2 € TYPE2) >) >
< Handle3ST(
< Input3: TYPE3|(TYPE3 = TYPE)A(Input3 € TYPE3) >
< Output3: TYPE3|(TYPE3 C TYPE)A(Output3 € TYPE3) >) >
< Handle4ST(
< Output3: TYPE3|(TYPE3 = TYPE)A(Output3 € TYPE3) >
< Output4: TYPE4|(TYPE4 = TYPE)A(Output4 € TYPE4) >) >
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< Handle5ST(

< Input5: TYPES|(TYPES5 & TYPE)A(Input5 € TYPES) >

< Output5: TYPES|(TYPE5 = TYPE)A(Output5 € TYPES) >) >
< Handle6ST(

< Output5: TYPES|(TYPE5 = TYPE)A(Output5 € TYPES) >

< Output6: TYPE6|(TYPE6 = TYPE)A(Output6 € TYPE6) >) >
< Handle7ST(

< Input7: TYPE7|(TYPE7 = TYPE)A(Input7 € TYPE7) >

< Output7: TYPE7|(TYPE7 = TYPE)A(Input7 € TYPE7) >) >
< Handle8ST(

< Output7: TYPE7|(TYPE7 = TYPE)A(Output7 € TYPE7) >

< Output8: TYPE8(TYPE8 = TYPE)A(Output8 € TYPE8) >) >
< Handle9ST(

< Input9: TYPE9|(TYPE9 C TYPE)A(Input9 € TYPE9) >

< Output9: TYPE9|(TYPE9 C TYPE)A(Output9 € TYPE9) >) >
< Handle10ST(

< Output9: TYPE9|(TYPE9 C TYPE)A(Output9 € TYPE9) >

< Output10: TYPE10|(TYPE10 = TYPE)A(Output10 € TYPE10) >) >
< Handle11ST(

< Input11: TYPE11|(TYPE11 = TYPE)A(Inputll € TYPE11) >

< Output11: TYPE11|(TYPE11 = TYPE)A(Outputl1l € TYPE11) >) >
< Handle12ST(

< Output11: TYPE11|(TYPE11 = TYPE)A(Outputll € TYPE11) >

< Outputl12: TYPE12|(TYPE12 = TYPE)A(Outputl2 € TYPE12) >)

> (Eq-4.33)

At each construct, the first field of each pair refers to input while the second field
refers to the corresponding output. Also, any two cooperating handles present the
same input-output pairs keeping the same data type. For each data transfer, a
dedicated data type is used that corresponds to the internal structure of the
transferring data.
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4.4.2 Layered Structure and Data Traceability

The core internal structure of the model is consisted of a set of layers. Each
layer receives a set of values and after proper processing produces a transformed set
of data. The transforming functionality is analogous to the reference brain model
referred to [4.5] performing both subconscious and conscious transformation on the
received inputs. Analogously to the brain reference model, the structure starts with
the sensation of the external causes, the storage to memory of the sensed signal, the
perception based on knowledge and past experiences, the initiation of activities
responding subconsciously to the external signals, the performance of meta-cognitive
functioning which means the interrelation of the received signals with other
experiences stored in memory, the inference from the meta-cognitive functioning
forming meta-inferences which means inferences on higher level conceptual
constructs, and finally, the performance of higher cognitive functioning.

In the case of the Home UbiHealth model an analogous layered processing is
employed based on the given architectural infrastructure. Each layer contains a
memory structure to accommodate the corresponding data set applying the proper
each time transforming processes. The typical structure of a layer consists of the
input, the processing, the output, and the processing memory segments of the
applying static operation of a software code that performs the desired transformation,
i.e.,
< LayerNameST(

< I:: (InputToLayerTYPE«a|(Applying constraints)) >
< O :: (OutputFromLayerTYPEB|(Applying constraints)) >
< UDM ::< (TransformingProgramCodePC > ) (Eq-4.34)

At each layer, the element InputToLayer TYPEa refers to a data structure of type
TYPEa which must be equivalent to the type and structure of the output element of
the previous layer at a lower level. Similarly, the element’s
OutputFromLayerTYPEB type and structure must be equivalent to the input
element of the next, higher level, layer. The element
TransformingProgramCodePC performs the actual transformation processing
the receive data in order to obtain the desired structures of the output that is required
to match with the input of the higher level layer. Analyzing the element

LayersFlowData of (Eg-4.32) contains:
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LayeredStructurePC =
(
Layer1PhysicalLevel(
< I:: (OutputOfEventsDriverTYPEa) >< O ::
(ACDStructureTYPEB) >< UDM ::< Handle2ST, Layer1ST >)PC
Layer2ACDLevel(
< I:: (ACDStructureTYPERB) >< O :: (SituationTYPEy) >< UDM ::<
Layer2ST >)PC
Layer3SituationLevel(
< I:: (SituationTYPEy) >< O :: (ContextTYPES) >< UDM ::<
Layer3ST >)PC
Layer4ContextLevel(
< I:: (ContextTYPES) >< O :: (ProcessingTYPEg) >< UDM ::<
Layer4ST >)PC
Layer5ProcessingLevel(
< I:: (ProcessingTYPEg) >< O :: (ContextAwareTYPE() >< UDM ::
< Handle10ST, Handle11ST, Layer5ST, ConstraintST, KnowledgeST >
)PC
Layer6ContextAwareLevel(
< I:: (ProcessingTYPEQ) >< O :: (ContextAwareTYPEn) >< UDM ::
< Handle11ST, Layer6ST, KnowledgeST >)PC
Layer7SpecialContextLevel(
< I:: (ConstextAwareTYPEn) >< 0 :: (SpecialContextTYPEB) ><
UDM ::< Handlel11ST, Layer7ST, KnowledgeST >)PC
Layer8AwareACD Level(
< I:: (SpeciaContexTYPEO) >< O :: (AwareACDTYPEL) >< UDM ::<
Handle11ST, Layer8ST, KnowledgeST >)PC
Layer9VirtualLevel(
(<1: (AwareACDTYPELY) >< O :: (VirtualTYPEk) >< UDM ::<
Handle3ST, Handle11ST, Layer8ST, KnowledgeST >)PC
)PC (Eq-4.35)

The software application that implements the operation of the layered structure

requires the inclusion of the data structures and the software program codes described
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in (Eg-4.35) which describes the static behavior of the required software application.
At the fifth layer are introduced the constraints and the required ontologies, and from
the fifth layer and on, the ontologies support the performed processing by
augmenting the available relations among data structures.

The acquired data from the physical layer enter the model and participate in
processing which can alter, reform, or create additional data to represent information
or conceptual structures. The initially employed data follow a processing path that
leads to the development of meta-cognitive concepts at the virtual layer which
corresponds to the augmented reality of the physical layer. The processes of
validation and verification require the capability to represent the initially acquired
data in the resulting decisions. In order to achieve tracking the data of the layered
structure either from the entrance or the exit, the developed types of the developed
and involved data structures must satisfy the following pre-condition:

TYPEa T TYPEB C TYPEy T TYPES T TYPEe C TYPE( C TYPEn C
TYPEO = TYPEL = TYPEk T TYPE (Eg-4.36)

The relation of the involved types in (Eq-4.36a) reveals that the contribution of a
single variable can be traced in the development of its virtual counterpart by
replacing Handle3ST with A1and Layer9ST, Layer8ST, Layer7ST, Layer6ST,
Layer5ST, LayerdST, Layer3ST as well as Layer2ST, and Layer1ST with
A2, substituting Hand2ST with A3, replacing the component
HandlelST.EventDriverST.handleOST with A4,then, the contribution at the
obtained meta-cognitive level can be determined,

A1.A2.A3. A4. (variableTYPEQ) = value (Eg-4.36a)

A tree traversal, starting from the given variableTYPEa and leading to the
developed concepts of the formed virtual layer, can provide the contribution of a
single variable to the development of concepts or the virtual counterpart of the
initially given variable. Also, the opposite can be obtained provided the availability
of the governing rules while traversing the tree or the availability of the development
trace as that given by (Eqg-4.36).

The traceability feature described by (Eg-4.36) provides the capability to the
developed model to exchange information at a meta-cognitive level. Figure-4.13

provides a schematic for the exchange of information between concepts [4.6].
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Figure-4.13 References among the occurring and the virtual entities.

Traceability informs about the capability of the model to perform tracking the
transformations from input to output while the term trail is required to denote the
capability of achieving the meta-cognitive communication without actually parsing
the formed tree. For this reason, borrowing the OAR model [4.5] to express the
Long-Term Memory (LTM) [4.5] defined as OAR = (0, A, R) with O to denote the
involved objects, Ato stand for the objects’ attributes, and R representing the
developed relations, it provides the capability to make references from the physical
level to the virtual level and vice-versa. Figure-4.13 depicts the developed relations

and references.

4.5 Constraints
The introduced constraints in the operation of the model are classified into
three classes,
1. the medical therapies and cures provided by the medical professionals in the
form of protocols.
2. the expressed personal preferences of the supported individual.

3. the conditions of the individual’s health status.

In addition, the constraints component is equipped with two handles, one to receive
the values and the types of constraints and the other to export the rules defined by the
received constraints. The constraints component develops rules produced by the
provided medical, personal, and holding restrictions and which are going to be
applied on the elements of the processing layer,
< StaticConstraintsPC = (

ConstraintsFlowData(

< 1:: (MedicalTYPE, PreferencesTYPE, HealthStatusTYPE) >
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< 0 :: (ConstriantTYPE) >
< UDM ::< RuleBasedSystemST, Handle8ST, Handle9ST >)PC
) > (Eq-4.37)

with
RuleBasedSystemST = (
(
< RulesST(
< MedicalProtocolTYPE|MedicalProtocol € M >
< SetPreferencesTYPE|SetPreferences € P >
) >
Il < FactsST(
< MedicalOrdersTYPE|MedicalProtocol € M >
< CurrentConditionsTYPE|CurrentConditions € (PUM) >
< PersPreferencesTYPE|PersPreferences € P >
) >
)
< ProductionRulesST >
< PrioritiesST >
< InferenceST(
< ForewardChainingST >
I < BackwardsChainingST >
) >
< ConflicResolutionST >) (Eg-4.38)

where M = {MedicalProtocol,, .... MedicalProtocol, } the set of available medical
protocols, P = {PersPreferencel, ....PersPreferencej} and j,keN. The
produced inference at InferenceST element is supplied from Handle8ST element
which, in turn, is supplied by the input section of (Eq-4.37). The formal definition of
the internal structure, the attributes, and the developing relations of M and P sets is

beyond the current scope.
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4.6 Controlling and Regulation

The self-controlling component functions as a regulator to the operation of the

main layer structure of the model. The component considers the layered structure as

the controlling process and uses a set of control tools. The static behavior of the self-

controlling component is affected by the functioning of two participating handles, the

control tools, and the decision making sub-component:

< SelfControlFlowDataPC = (

with

<1:: (VirtualDataTYPE) >
< 0 :: (OutControlDataTYPE) >
< UDM ::< ControlIinfrastructureST, Handle5ST, Handle6ST >)PC

ControlinfrastructureST = (

(

) )

I < ControllerST >

I < RegulatorST >

I < ObserverST >

I < ControlToolsST(

I < ControllabilityST >
I < ObservabilityST >
I < MaintainabilityST >
I < StabilizabilityST >
I < ReachabilityST >

I < DetectabilityST >

I < StabilityST >

(Eq-4.39)

(Eq-4.40)

Where, a typical structure of a control tool of the ControlToolsST component must

be structured in such a way that it can accommodate matrices of the attributes of the

involved concepts at the virtual layer, such as:

TypicalControlToolST = (

< SystemVectorsST = (

(
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< AvectorST > < BvectorST > < CvectorST > < DvectorST >
)
< XstatesVectorST >
< UinputVectorST >
< YoutputVectorST >
< ToolTestST >) > (Eq-4.41)

where, ToolTestST is the place holding the result of the performed tests of
Controllability, Observability, Maintainability, Stabilizability, Reachability,
Detectability, and Stability, that cause the activation of the appropriate corresponding

corrective actions.

4.7 Knowledge regulation

The knowledge component of the model provides those services to other
components that require the participation of knowledge in order to accomplish their
specific tasks. The layered structure, the constraints, or the self-controlling
components demand for knowledge in order to acquire additional information to
perform the proper decisions in order to take the appropriate actions. Each time a
component or an element of the layered structure that needs to resolve an issue, it
exports queries to the knowledge component. For instance, a query can request the
synonyms or the antonyms of a given item or a concept and the knowledge
component returns a complete set of concepts with attributes and relationships
instantiated at that occurring instance of time. Object-orientation provides the means
to implement such demanding data structures consisted of data structures with
assigned values and pointers defining their interrelationships. Hence, the knowledge
component must present the proper internal infrastructure to satisfy the request posed
by the associated components of the model.

Approaching the knowledge requirements of the Home UbiHealth model as a
universal structure, i.e., a hyper-structure, HR, as it is defined in [4.6], it is consisted
of a set of words. For a given word, the corresponding concept is addressed within
the hyper-structure and the rest of the contents of the hyper-structure are classified as
sub-concepts, super-concepts, equivalent, opposite, or indifferent. Recalling from
[4.5] the OAR = (0,A,R) model, O for objects, A for attributes, and R for the
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developed relations, for the memory representation and extending the cross-product
or Cartesian product among the objects, then knowledge can be represented as a
concept network or objects network defined in [4.6] as & =2 %N:,[X¢; -
i—1Xc; with ¢; to stand for the representation of concepts as objects and i € N. The
semantic environment, 0, is defined [4.6] as correspondences between a non-empty
set U of objects and a non-empty set M of attributes and the set R of their
interrelationships [4.6] defining ® = (U,M,R) or R:U -» U|U - M|M - U|M - M.
Then, the semantic environment can be used to define [9.4] formally the entity of
concept as the tuple of C = (0,4, R, R, R°) with the first three terms refer to the
semantic environment and the rest two terms refer to the input and the output
relations [4.6].

There are three significant properties that arise from the given definition of
concepts,
1. the intension which is captured as a set of additional pairs of attributes-relations,
2. the extension which can take advantage of the objects’ inheritance property

instantiating constructs of objects,

3. the autonomy which is captured with its internal capability to interrelate and

create additional forms of knowledge.

In order to perform algebraic manipulations on concepts it is required the framework
in which to perform the adequate operations. Concept algebra provides such a
framework consisted of three terms: first, the concepts that participate in the
manipulations, second, the operations to be performed on the concepts, and third, the
environment within which the operations must apply on defined concepts. Hence, the
relation Concept Algebra = CA = (C,0P,0) = ({0,A,R°,R},R°}, {-,c},@®)  presented in
[4.6] provides the means to perform relational -, and compositional -. manipulations
on determined concepts.

The knowledge component of the model must be capable of accommodating
the necessary structural elements that allow the communication of this component
with the rest of the model’s components. Hence, handle12ST must be
accommodated within the knowledge component. In addition, the knowledge
component must present a structure to accommodate the objects that represent
concepts. Therefore, every object must be uniquely characterized, it must contain a

set
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Figure-4.14 Building blocks of the knowledge component of the model.

of attributes, a set of other objects included in the integration of the compound object,
it must include the internal among the contained objects, it must contain the external
input and the external output relations with other object in addition to the already
included objects, it must discretely contain references to related synonyms and
antonyms [4.6]. The representation of a conceptual element is described formally by
the relation of (EQ-4.42). The element of (Eg-4.42) is used by the structure of the
knowledge component of the model. The structure of the knowledge component must
contain a structure that can use and administer the concepts from the supporting
memory facilitated by processes that can perform the designed operations. A
structure analogous to a tree is required to represent the concepts (Eq-4.42) in the
residing memory:
ConceptST = (

< CID: TYPE|CID = {C;,C,, ..., C,}JA\(0 < CID < FFFFTYPE) >

< CAttribute: TYPE|CAttributeTYPE = {A, A4,, ..., A} >

< CObject: TYPE|CObjectTYPE = {04, 05, ..., 04} >

< CIntRel: TYPE|CIntRelTYPE = {4,,x 0,}JAk,m € N >
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< CExtInput: TYPE|CExtInputTYPE = {CIDTYPE x CIDTYPE} >

< CExtOutput: TYPE|CExtOutputTYPE = {CIDTYPE x CIDTYPE} >

< CSynonyms: TYPE|Equivalence(C,TYPE, C,TYPE) =TBAp,q € N >
< CAntonyms: TYPE|Equivalence(CpTYPE, CqTYPE) =FBAp,q€EN >

< CTimeStamp: Time|0000: 00: 00: 00: 00: 00 < CTimeStampTime <
9999:12:31:24:59:59 >) (Eq-4.42)

The knowledge component communicates with the rest of the model’s components
through the handle12ST element. The received queries are acquired by
handle12ST and then placed in the short term memory bank. Then, each query is
processed using the long term memory with the available tools. The produced results
are placed back in the short term memory and from there; the results are placed back
to the handle12ST element in order to return the results of the query to the
requesting component. The static behavior of the knowledge component is described
by (Eg-4.43) giving a detailed description of the constituting building blocks:
< KnowledgeFlowDataPC = (

< I: (QueryDataTYPE) >

< 0 :: (QueryDataTYPE) >

< UDM ::< handlel12ST,STMemST, LTMemST, KnowledgeTo00lsST >
)PC > (Eg-4.43)

The building blocks of the internal structure of the knowledge component is

presented in Figure-4.14 with the among them developing relations.

4.8 Dynamic Behavior: Events and Interrupt Handling

The functional behavior of the Home UbiHealth model is characterized by the
operation of the involved processes. A process is initiated at the input of the Event
Driver component with the acquisition of raw data and signals from the physical
environment and it is continuously evolving over time until the incoming data and
signals vanishes from the input. In other words, a process P is continuously evolving
in time ¢t by changing its contents according to the changes f: P — t of its input over

time or P = f(t). From a discrete space view, the process P can take any value from
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the available set of values defined in the set of P = {p;,p, ..., pn} withn € N. The
changes in the input of the process are realized by two main ways:

1. By the interrupts directed from the occurring events in the physical
environment, and
2. By the semantic interrupts raised from the interaction among the values of

acquired data

The semantic interrupts are raised by the application of medical and personal
preferences, which place additional barrier and limitations to the evolvement of the
process. The interrupts intervene in the flow of the process’ operations causing the
flow of alternative paths and the request to change values of some of the variables in
the physical environment. For instance, the change in the infusion rate of an
implanted nano-pump can be caused by the evaluation of the values of a set of
variables which are not associated physiologically but directly associated
semantically performing a diagnosis. In such cases, the process must change some of
its constituting variables which is accomplished by sending the proper output at the
ports of the Event Driver to be transferred through the interfaces to the dispersed
devices in the ubiquitous computing environment.

The process evolvement must always consider the changes occurring in the
physical environment, which is accomplished by the dispersed sensors within the
home environment. In this direction, the individual at home must be continuously
supported even when moving within the house and sensed by different sets of devices
providing support to the individual’s mobility. The individual is interacting with a set
of stationary, mobile, and implanted devices with the contents of the set to change as
the user is moving within the house. Such a behavior, at any instant of time, is
causing the support of the individual by a different set of devices but the supporting
applications remain exactly the same. In order to support the freely moving
individual by the same set of software applications, the software applications must be
capable of performing migration by transferring the application’s control from a
device to another, including a proactive anticipation.

The decisions taken by the process must be limited by the availability of the
placed medical constraints and the personal preferences on the current status of the
individual’s health. The judgments performed by the evolving process are supported
by the existing state of knowledge, which can be expressed in various forms and at

different levels. The availability of knowledge in the process evolvement provides the
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capability to make the proper decisions, whenever required, in a knowledgeable
manner providing operational and functional autonomy to the carrying processes.

The availability of knowledge in the process evolvement provides the
capability to access the process at different levels of abstraction. A process, at any
instant, can be described with a different set of parameters depending upon the
available values that uniquely identify the process and its state. The available values
of the parameters imply a more detailed, at a lower level, abstraction while similarly,
a less detailed, at a higher level, abstraction. In other words, taking advantage of the
process abstract representation, it can be accessed with different levels of abstraction
depending upon the available, each time, values of the set of parameters. For
instance, a medical professional can interact with a process providing a very detailed
set of parameters related to glucose level in the individual’s blood while a supporting
family member can be limited by the use of a single term referring to the concept of
diabetes. Hence, the model provides the capability to interact at different levels of
abstraction provided the availability of the set of the identifying, each time,
parameters of the corresponding concept.

The Home UbiHealth model uses a single process that can support the needs
of the health status of the individual at home. The employed process must be capable
of satisfying the occurring simultaneous and concurrent needs of the supported
individual. The process has a single input and a single output ports at the Event
Driver component. The input can occur at any time when an event takes place in the
individual’s environment or when the formed circumstances require an action to
support the individual’s health status. Hence, events and interrupt handling
mechanism must administer the incoming requests at the Events Driver component
described by (Eq-4.44). The used symbols of Zis used to denote an interrupt
occurring when the symbol’s @ following parameters values have been met and then
a dispatching takes place symbolized with L, character and the execution of a process
is carried using the — symbol while an interrupt’s code starts with the symbol 7 and
ends after the symbol 7 at the point of execution denoted by the ® symbol.
HomeUbiHealth§. InterruptDispatchPC = HomeUbiHealth§ —

{
Z @SystemlnitializationST
l, SystemlnitializePC — SystemsmtusBL:‘TrR(l_, SchedulerPC —[X)

2 @MedicalProfessionallnterrupt®
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7 (ly ConstraintsPC - @UserInterrupt == off ) N ©
Z @UserInterrupt®
7 (L, LayeredStructurePC — @UserInterrupt = of f ) N ®
Z @Devicelnterrupt®
7 (L, LayerdStructurePC — @Devicelnterrupt = off) Y ©®
Z @SemanticInterrupt®
7 (L, LayeredStructurePC — @Semanticinterrupt == of f ) N ©
2 @PeriodicInterrupt®
7 (ly EventDriverPC — @Devicelnterrupt = off )N ©®
2 @ClockInterruptST
7 (ly EventDriverPC — @Devicelnterrupt :=off )N ©®
} - HomeUbiHealth§ (Eq-4.44)

The realized interrupts in (Eg-4.44) must be prioritized for the proper operating of the
model supporting the individual’s health status. The model’s internal operations are
assigned with the lowest priorities while the highest priorities are privileged to the
participating human roles. The model is featured with seven (7) priority levels going
from the lower to the higher priority level:
HomeUbiHealth§. PrioritiesAllocationPC = HomeUbiHealth§ —
{

InitializeSystemPC

IAdvanceClockPC

IPrioritizePeriodicEventsPC

IPrioritizeDevicesPC

IPrioritizeUserPC

IPrioritizeSemanticsPC

IPrioritizeMedicalProfessionalPC

} = HomeUbiHealth§ (Eq-4.45)

The presence of an interrupt with the correspondingly assigned priority directly
affects the status of the Event Driver component receiving the realized signals. In
particular, the occurring interrupts place their requests at sub-component handle0ST
whose changed contents allow the process EventDriverPC to cause changes to the

contents of handlelST, handle6ST,and handle7ST too. Those changes at the
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Event Driver’s handles are propagating through the handles to the rest of the handles
within the system of the model.

From Figure-4.12 and for reasons of simplicity it can be stated that
handle1ST = handle2ST = handleAST. Similarly, it can be stated that
handle3ST = handle4ST = handleBST and in the same fashion, handle5ST =
handle6ST = handleCST, while the next pair of handle7ST = handle8ST =
handleDST, and handle9ST = handle10ST = handleEST, and  handle11ST =
handle12ST = handleFST. With those equivalences between the pairs of the involved
handles, the spreading of the realized interrupt values in the discrete components of
the model becomes more intuitive:

HomeUbiHealth§. PrioritiesAllocationPC = HomeUbiHealth§ — {
IEventDriverPC = (

< I :: (@interruptTYPE) >

< O :: (handleOST, handleAST, handleDST) >

< UDM :: (EventDriverInternalStructureST >)PC
ILayeredStructurePC = (

< I :: (handleAST) > < O :: (handleBST, handleEST, handleFST) >

< UDM :: (LayeredStructureST >)PC
ISelf ControlPC = (

< I :: (handleBST) > < O :: (handleCST) >

< UDM :: (SelfControlST >)PC
IConstraintsPC = (

< I :: (handleDST) > < O :: (handleEST) >

< UDM :: (onstraintsST >)PC
IKnowledgePC = (

< I :: (handleFST) > < O :: (handleFST) >

< UDM :: (KnowledgeST >)PC
} = HomeUbiHealth§ (Eq-4.46)

4.9 Performing Applications Migration
There are case situations in the Home UbiHealth model’s environment where
it is required a software application to leave from the device it is currently operating

and be transferred to another one. The computing environment of the device that



127
receives the migrating application can be completely different than the device the
application is migrating from, it can be similar, or it can be exactly the same. In such
cases, the model realizes the proper migration policy to continuously support the

health status.

4.9.1 Pre-conditions
Recalling the procedure InterruptDispatchPC of (Eqg-4.44) that activates,
through the raised @UserInterrupt, the LayeredStructurePC component must
resolve and classify the kind of interrupt to act accordingly. The same component
LayeredStructurePC is activated by the @SemanticInterrupt due to the formed
situations at the developing context. Also, in the same fashion, a device,
@Devicelnt, or a software application @Applicationint, can raise an interrupt that
results in the activation of LayeredStructurePC that initiates, synchronizes, and
coordinates the migration of the running application to another available computing
environment, if it is capable, by the raise @Devicelnterrupt of the
InterruptDispatchPC component:
HomeUbiHealth§. LayeredStructurePC = HomeUbiHealth§ — {
(2 @UserMovementInt®
7 (L, ProcessMigrationSupportPC —» @UserMovementint® := of f)
v )
(2 @ContextualSituationInt
2 CI
¢ContextualConditionsN =
11 - b \"NR@Deductivelnference;ST
l, ProcessMigrationSupport;PC
|2 > ¢p jNZAl’R@InductivelnferencejST
l, ProcessMigrationSupport;PC

13 > § W NR@Abductivelnference,ST
l, ProcessMigrationSupport, PC
|4 - ¢ yNR@AnalogyInference,ST |, ProcessMigrationSupport,PC
| ¢~ - QO
} = @ContextualSituationInt® :=of f) N ©)
I(Z @Devicelnt®
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7 (I, ProcessMigrationSupportPC — @DeviceInt® :=off) N ©)
(2 @ApplicationInt®
7 (ly ProcessMigrationSupportPC - @Applicationint® :=of f) N ©)
I(LayersProcessingPC)
} = HomeUbiHealth§ (Eq-4.47)

4.9.2 Polymorphism and types of Migration

The migration of a running software application on one of the dispersed
devices of the ubiquitous computing environment is based on the comparison of the
semantic equivalency and coincidence of the departing and the arriving computing
environment in alignment with the evolving context. In other words, the software
application is going to continue its operation at the migrated device from the point it
was interrupted at the migrating device providing exactly the same operational and
functional behavior. Such required coincidence can be provided by the escorting
taxonomies of the knowledge component that communicate with layered structure
through handle11ST = handle12ST = handleFST. The carried migration
procedure is formally described by (Eqg-4.48) providing the set of types of the input
and the output parameters along with the type of the operating structure.

The dynamic operation of the ProcessMigrationSupportPC procedure
includes the examination of the migrated and migrating devices at the ACD level
using the evaluation ¢ operator on the participating structure of
fromACD((timing) and toACD (timing). Considering that the application can be
decomposed into segments and examining the availability and appropriateness of
each migrating segment, then depending upon the resulting comparison that the
migrating application can be replaced if the comparison returns 1, adapted if the
comparison returns 2, or replaced and adapted if the returning result of the
comparison is equal to 3, running the corresponding appropriate procedure:
ProcessMigrationSupportPC(

<I: fromACD(timing)ST,toACD (timing)ST,

timingTM, InSemaphorBL >

< 0 :: outACD(timing)ST, OutSemaphorBL >

< UDM :: MigratingApplicationST >=£

{
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— (#(fromACD(timing) == toACD (timing))
— (testACD(timing) = fromACD (timing))
|(¢~) -

{

- SemanticEquivalencePC

— (testACD(timing) = equivalentACD (timing))

}

- (iv=1R

4 (inACD(timing)ST. ApplicationPart;
== toACD (timing)ST. ApplicationPart;) =

|1 — ReplacePC < I :: testACD (timing), InSemaphorBL >< O
2 toACD (timing), OutSemaphorBL >< UDM
:: ReplaceCodeAppPC >

|2 = AdaptPC < I :: testACD(timing), InSemaphorBL >< O
:: toACD (timing), OutSemaphorBL >< UDM
:: ReplaceParametersAppPC >

|3 — Replace&AdaptPC < I :: testACD(timing), InSemaphorBL >< O
1 toACD (timing), OutSemaphorBL >< UDM
:: ReplaceCodeAndAdaptParametersAppPC >

| ¢~ > @

)} (Eq-4.48)

The property of polymorphism is accomplished by achieving to maintain the
provision of the same functionality while changing the content and the internal
structure of the migrating software application. The migration requirements dictate
the type of migration that are limited to,
e the replacement of the migrating application by a semantically equivalent
piece of code
e the adaptation of the parameters of the migrating software application to meet
the demands of the new hosting device

e the enforcement of both replacement and adaptation too.

Polymorphism is a property of the system that allows to preserve the same

functionality even when the hosting computer environment is different. Then, the
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types of migration can be three in the model and they can be applied by (Eq-4.48)

based on the semantic equivalence of the migrating and migrated environments.

4.10 Autonomy

The operation and the behavior of the model must ensure that it achieves the
purposes and the anticipated goals. At each event, internal or external, the system
must make the proper decisions and act accordingly. The capability of the model to
make decisions upon the received signals and data, which can support with the
adequately designed actions that keep the system within the frame of its goals is
considered to be the property of autonomy. In the Home UbiHealth model the
designed infrastructure of software structures and procedures are capable of carrying
out such processes that the patients’ health status is supported properly at all times.
The software infrastructure must present those mechanisms that realize the
individual’s mobility within the house, moving from one location to another, while it
is prepared to perform a series of actions that ensure the continuous support of the
individual at all locations by allowing the transfer of the supporting applications at
the devices near the location of the individual. This is accomplished by taking the
proper decisions based on evaluations of the received data and signals. Hence,
autonomy is the property related with the intrinsic capability of the system to perform
decisions on received data and take the proper actions that allow the system to
achieve its purposes.

The dynamic behavior of the model B is determined by the functionality of
the autonomic intellectual responsiveness [4.7] of the system, which depends on a set
of determining parameters [4.8] (Eq-4.49). The dynamically changing description of
the system’s responsiveness is determined by the composition of the set

B = {By, B, Bint, By, Ba, By, Biny } (Eq-4.49)

involving the following concepts in the determination of the system’s behaviors as
they are described in [4.13]
B;: concept of time

B; £ ,_TR(@time;TM L,;;me Process; (Eq-4.49a)

B.: involved events,
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B, 2 ,_1R(@event; TYPE L, pen: Process; (Eq-4.49b)

Bine: applied instructional interrupts
Bint 2 i—1R(@int; Ol Process; (Eg-4.49c)

B,: set goals for the system

B, £ ,_1R(@goal; TYPE |, 4,4, Process; (Eq-4.49d)

B,: used set of decisions
By 2 _TR(@decision; TYPE L, gecision Process; (Eq-4.49)

B,: developed perception

B, £ ;,_TR(@perception;PC ly,erception Process; (Eq-4.49f)

Bins: way of performing inferences

Bins 2 Z1R(@inference; TYPE Ly ference Process; (Eq-4.499)

The autonomy in the Home UbiHealth model is directly related to the capability of
fragmenting the software applications into parametrized modules. In addition the
semantic equivalence of the applications’ fragments can be evaluated at run-time.
Hence, in a migrating application some of the fragments of the application can be
replaced and then be adjusted in order to meet the migration demands. In order to
achieve the semantic equivalence in a migration in the model, the status of the
migrating and the status of the migrated contexts must be evaluated in order to find
the required replacements and adjustments. Resolving the contextual fit of a
migrating application to the migrated context’s demands is an operation that requires
the capability to make knowledgeable decisions. The decisions can be implemented
synthesizing the available applications fragments to achieve a semantical matching
with the demands of the migrated computing environment while keeping exactly the

same functionality for the migrated software application.
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4.11 Interacting using Concepts

The interaction with the Home UbiHealth model using concepts requires the
availability of a properly formed interface for the potential users of the system. An
interface can provide the means to either provide the input / output of an identified
concept or receive as input of compound concepts consisted of the aggregation of
many concepts and returns discretely identified concepts

In (Eg-4.42), which provides the definition of a concept, it is shown that
concept is a composite structure that includes identification of the concept, the
attributes, the holding internal and external relationships, and time. Also, the
provided definition is drawn from the mentioned O AR model of the universal context
and the 5-tuple definition of an abstract concept: C = {0,4,R, R, R°}. In other
words, an abstractly defined concept can be instantiated with specific values at a
given time instance. A compact version of (Eq-9.14) is given with elements of type
TYPE as
ConceptST = (
< CID: TYPE >< CAttribute: TYPE >< CObject: TYPE >< CIntRel: TYPE ><
CExtinput: TYPE >< CExtOutput: TYPE >< CSynonyms: TYPE ><
CAntonyms: TYPE >< CTimeStamp: Time >) (Eq-4.50)

The above relation reveals that concepts instantiation is directly related to time and
the constituting elements can be expressed as time-varying parameters providing a
dynamic nature to the structure. In other words, concepts are interrelated and

dynamically evolving functions of time.

4.11.1 Concept Algebra for users interactions

The definition of a set of operations that can be performed on defined
concepts [4.10] provides the capability to develop composite concepts. The provided
operations in [4.10] can lead to the development of interrelated concepts forming
hierarchical structures of concepts evolving in time. The proposed operations on
concepts can be classified into relational and compositional operations.

The relational operations include:
e related concepts, <, providing the intersection of the common characteristics of

any two given concepts.
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e independent concepts, <>, providing the intersection of the semantic
characteristics of any two given concepts.

e sub-concept relation, <, providing the subset of the characteristics of a concept
drawn from the characteristic of another concept.

e super-concept relation, >, providing the subset of the characteristics of a concept
included in the characteristic of another concept.

e synonym operation, =, providing the complete correspondence among the
characteristics of any given pair of concepts.

e antonym operation, ! =, revealing the opposition or indifference among the
characteristics of any given pair of concepts.

e consistence operation, =, providing the common characteristics of a concept as a
subset of the characteristic of another concept.

e comparison operation ~, providing the difference in the cardinality of a given
pair of concepts.

e definition operation, £, providing the specific determination of the characteristics

of a concept or pairs of concepts.

The compositional operations on concepts include:

e the operation of inheritance, =, allowing a concept to inherit the
characteristics of another.

e extension, +=, receiving additional characteristics.

e tailoring, —=, adapting the characteristics to specific values.

e substitution, ~ =, allowing the replacement of characteristics.

e composition, lJ, developing composite concepts.

e decomposition, t, considering the constituting concepts.

e aggregation/generalization, <, augmenting and generalizing the
characteristics.

e specification, +, providing the characteristics’ values.

e instantiation, +—, providing a snapshot of a concept’s state.

Concept Algebra is necessary to perform the manipulations among the defined
concepts administered by the model and used by the interacting users. The medical
professionals, the supporting nursing personnel, the family members and the

supported individual must be capable to interact with the model’s infrastructure using
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high level conceptual constructs. The development of such an interface is necessary
in
1) Let the user place a query on the model’s resources about the status of a
given concept for a given instant of time

2) Receive information about the status of some concepts

A properly designed monitoring software application must facilitate the user’s
interactions providing proper guidance with the messages driving the user’s actions.
The core functionality of such a module is the reception of queries, the examination,
the analysis, the decomposition, the testing, and then, the provision of the tests’
results. The decomposition of the received queries must be performed by the

decomposition operation that involves,

C(query) = Csconcept (05, As, RE, RS, RY) "It ¢;(0;, 4, RE, R?,R?) (Eq-4.51)
where, given a concept C(query)by the user as a query, the model decomposes with
the  operator the provided, probably composite, concept c;(0;,4;,R;, R/, R})
against the models known superconcept csconcept(Os, As, RS, RS, RY) for all the
known internal hierarchical structure of concepts performing the operation from
j = 1 up to the cardinality of the set of all known concepts.

The design aims at the provision of the current status of the occurring and
interacting concepts of the holding situation at the virtual layer of the structured layer
of the model including the entire set of attributes, properties, and relations within the
interacting concepts. The set of concepts occurring at the virtual level of the layer
structure of the model must perform the operation of specification in order to provide
at the designed interface the set of co-existing sub-concepts in a manner familiar to
the users property. Hence, the medical professionals require different information
than the family members. Thus, the applied operation of specification provides,
Cyser, (output) =

= Coconcept (05 As, RS, RS, RO TR [+ ¢;(0;, 4, RE, R, RY)] (Eq-4.52)
where, the output is processed according to each user’s role having Cy,,, processed

outputs, the specification + operation is repeated for all occurring concepts at the

virtual level of the layered structure of the model.
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4.11.2 Knowledge representation

The availability of Concept Algebra [4.10] provides a formal framework to
administer the involved concepts at the virtual layer of the designed layered structure.
The existence of formal expressions for concepts provides the opportunity to
represent knowledge along with the assistance of the associated ontology. Thus, the
involved concepts can participate in the manipulations for the knowledge
representation performing the following procedures [4.11]:
ConceptinitializationPC =

(<1:¢TYPE >< 0 :: ¢;TYPE >< UDM :: Cipar modet TYPE >(EQ-4.53a)
ConceptComparisonPC =

(<1I:¢TYPE, ¢;TYPE >< O :: result TYPE >< UDM ::

Cioar model T YPE, Cjoar modet TYPE > (Eg-4.53b)
ConceptAttributesExtractionPC =

(< 1:¢;TYPE >< O :: Cipag modet TYPE >

< UDM :: Cjpar modet TYPE > (Eg-4.53c)

ConceptRelationsAnalysisPC =
(< I:¢;TYPE >< O :: Cipar modet TYPE >

< UDM :: ¢;par modet TYPE > (Eg-4.53d)
ConceptDevelopmentPC =

(<1:¢TYPE><O0::¢;TYPE >< UDM ::

Cioar model TYPE, conceptstackTYPE > (Eg-4.53e)

The procedure administering the conceptual operations occurring at the virtual layer
of the model’s layered structure has available the tools given in (Eq-4.53a) through
(Eg-4.53e) to manipulate the participating concepts.

4.11.3 Autonomous Conceptual Control

The occurring concepts along with their holding interrelationships feed the
Self-Controlling component of the model’s structure. The holding relations feed the
static infrastructure of the component activating the evaluation of the terms of a
single-order loop control system, which is supported by a set of controlling tools. The

applied control applies with the following parameters:
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e System: it is represented by the state transition A vector of n — dimension
formed by the relations among the coexisting concepts c; x c; of size n x n the
virtual layer of the model

e State variables: they are represented by the X vector of n — dimension

e Input: it is represented by the U vector of m — dimension formed with the
discrete values of the attributes of the participating concepts denoted in the
general form as ¢; = (0;,4;, R{, R, R?)

e Output: is represented by the Y vector of p — dimension values received from

the physical environment

Then, the system state space is provided by the set of simultaneous equations given at
(Eg-3.32) with the first equation to provide the rate of change in the state variables
while the second one provides the (steady-state) output. With the determination of the
matrices (or vectors) of A4, B, C,and D, the set of control tools (Eg-3.37) through (Eg-
3.40) provide the required information for the Decision Making element of the Self-
Controlling component. Therefore, the concepts participating at the virtual layer of
the layered structure of the model can constitute a system with the concepts to
represent the state variables and the concepts receive values for their attributes and
their properties from the physical environment, which are directed to the Self-
Controlling component to make decisions that actuate the devices and the software
applications in the physical level. The required feedback is achieved through the
Event Driver component to the layered structure where the virtual layers reside.

The decision making element of the Self-Controlling component can evaluate
the control evidences provided by the control-tools by using an inference engine.
Using the formally defined components of an inference engine given in [4.12], the
decision making must include a procedure testing the availability of evidences,
TestingOutputAttributesPC = {

®ExportAttributesN =

|(PreconditionB A\ RuleB)

- ¢ NN R@Deductivelnference;ST

l, ConsequenceOutputAttributes;PC
|(RuleB A ConclusionB)

- ¢p jN’;’\l'R@Inductive[nferencejST

l, FindAndApplyRuleOQutputAttributes;PC
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|(PreconditionB A ConclusionB)
> b ANR@Abductivelnference, ST
l, MostProbableOutputAttributes; PC
|(PreconditionB A RuleB A\ ConclusionB)
> & NNR@AnalogyInference,ST
l, ProportionalOutputAttributes;PC
| ¢~ - @} (Eg-4.54)

According to the definition of a cognitive computer provided by [4.9], a cognitive
computer requires the functioning of an inference engine in parallel with a perception
engine. On the one hand, an inference engine must be capable of performing the
inferences provided in (Eg-4.54) along with the supporting concept algebra tools. On
the other hand, a perception engine requires structures analogous to the layered
structure employed by the Home UbiHealth model along with the real-time process
algebra (RTPA) framework which is available in the designed model. Formally,
CognitiveComputing =
CCPC = (InferenceEnginePC)l(PerceptionEnginePC) = {
[(TestingInferencePC)I(BehaviorProcessingRTPAPC)]
I[(InfrastructurePC)lII(EventProcessingRTPAPC)|}  (Eq-4.55)

Autonomy is the property possessed by the model allowing it to present intelligent
behavior provided that there are goals to be obtained based on decisions to be made.
The decisions are based on evidences to make inferences that affect the achievement
of defined goals. The model contains the Self-Controlling component, which includes
a first-order control system that adjusts and regulates the status of the administered
concepts of the model. The embedded control system function continuously tries to
adjust the status of the involved concepts to achieve the set goals controlling the
system formed by the concepts of the virtual level. Also, the Self-Controlling
component includes a decision making element performing inferences on the output
of the embedded control system. The inferences conclusions feed the physical
environment whose reactions are supplied to the layered structure to act as the
feedback mechanism to the conceptual system.

The behavior is the model according to [4.13] is classified into three classes:
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1. the basic functional behavior, By, depended upon the realized events, B.yent
the time, B;;me, based on periodic/aperiodic occurring events, and the occurring
interrupts, Binterrupt-

2. the autonomous behavior, Bayonomous: that depends upon the operation of the
model to achieve specific goals, B4, and to perform inferences, , Binference -

3. the presentation of cognitive behavior, Beognitive, Presenting the functionality of

making perceptions, Byerception ,and inference, Biy rerence- -

The relation among the determined classes of behaviors is defined in [4.13] by

Btime = BautonomowE Bcognitive-

Synopsis
The availability of the Denotational Mathematics framework provides the capability
to describe formally the structure of a model’s infrastructure revealing its static
behavior. The formal description of the attributes and properties of the infrastructural
components provides the capability to follow the dynamic behavior of the
infrastructure. The operation of the infrastructure requires the support from medical
ontologies in order to process and evaluate the developed information and the
constraints from the patient’s personal medical characteristics. The infrastructure’s
processing involves the development of a virtual context that corresponds to
situations at home at the given moment upon which is applied control and made
decisions. The infrastructure requires two interfaces, first, an interface for the full
duplex communication with the medical devices with which the user interacts, and
second, a bidirectional interface for the interaction with the medical professionals.
The system operates autonomously, following three steps. First, it senses raw
data which converts into information upon which develops concepts. Second, the
system develops in memory the virtual counterpart of the holding situation at home
upon which applies control and makes decisions. Third, the system converts concepts
into low level signals to control and guide the medical devices supporting the end-
user. Also, the system uses Denotational Mathematics for knowledge representation
as a function of the model’s structure, the attributes and the properties of the
structure’s components, as well as, their interactions. In other words, the
representation of medical knowledge is a function of the supporting system’s

structure and its capabilities.
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The operation of the dispersed devices in the patient’s home environment
needs the support from a system that is capable of providing the necessary
intelligence in order to achieve semantic interoperability among the collaborating
devices. However, the medical devices participate in ad-hoc, loosely coupled
networks with frequent interleaves, incompatible devices, bounded memory and
processing capabilities on each device, limited energy capacity, unexpected occurring
events, and many sources of interference and noise. The supporting system must be
capable of administering efficiently and effectively the raised issues achieving the

aims concerning the patient’s health status.
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CHAPTER 5. APPLICATION ISSUES

5.1 Migration

5.1.1 Typical Scenarios

5.1.2 Available models

5.1.3 Migration Requirements

5.2 Polymorphism

5.2.1 Prerequisite for Autonomy
5.2.2 Applied Polymorphism

5.2.3 Requirements for polymorphism
5.3 Adjusting control

5.3.1 Negative Feedback mechanism
5.3.2 Positive Feedback Mechanism

5.3.3 Mechanisms Requirements

The operation of the designed model for the support of home ubihealth applications
presumes the satisfaction of prerequisite conditions. The model must be capable of
supporting the conditions related to user’s mobility, which requires facilitating the

applying principles of migration, polymorphism, and interoperability.

5.1 Migration

Migration is the procedures where the service from a running application
cannot continue supporting the mobile user and control must be transferred to another
compatible or incompatible device. Migration of the service must take place to
uninterruptedly continue supporting the moving individual transferring control, data
and code, to another device.

The model includes stationary and mobile devices, d and d,,, , with n and k
elements respectively. On the devices operate the application software a; with i

coexisting applications operating on the d,, = (d, U d,,,) devices. The a;
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Figure-5.1 Available options for the applications’ migration.

application performs discrete tasks t, with p > i allowing each application to
perform many tasks. The performed tasks t, on the d, devices provide services
sq = tpxd, consisting of the application software tasks and the devices
functionality.

The migration of an application from a device d,; to another device d,, is
performed by a task t,, seamlessly and without the intervention of the supported user.
The departing device d,.;, by itself or assisted, must discover the most proper
available device d,, to be transferred with time to be constraining setting three

options, as can be seen in Figure-5.1.

5.1.1 Typical Scenarios

The user is moving from the living room, ENV-A, to bedroom, ENV-B, see
Figure-5.2. The supporting application realizes the user’s move and sets available its
data and code to the coordinating application. The coordinating application discovers
the most proper device that is going to support the user towards ENV-B and receives
data and code from the departing device and transfers the data and / or code to the
arriving device.

The required infrastructure provides directory services to the operating

devices, as shown in Figure-5.3, and the supporting application,Device — a, takes the
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Figure-5.3 Application migration supported by negotiating devices.

responsibility to find the migrating device, Device — 8, and initiate the migration
process.

An event e, (t) causes the replacement of the service sy (tp1, dg1,t) by

Skz2(tp2, dg2,t) to continue supporting the user. Discovery and synchronization with
the occurring event is tackled by the model, as shown in Figure-5.4. Discovery
involves the destinations’ availability, while optimization refers to the selection of the

most adequate device.

5.1.2 Available models

Some of the available models suggested by the related research literature are listed

below:

1. AuraProject: [5.1] is consisted of four parts, Figure-5.5, borrowed from [5.1].

2. Amigo Project: European (http://cordis.europa.eu/ist/) research project that adopts
the SOA framework describing services independently from implementation and

using web-services as components. Web-services are described by XML and
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Figure-5.4 The rough flow of operations of a migration service.
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Figure-5.5 The Aura Project architectural building blocks.

expressed by WSDL communicating with SOAP through standard internet
protocols, Figure-5.6, such as HTTL and SMTP achieving services’
interoperability at application level [5.3, 4, 5].

3. Gaia Project: an Operating System using the concept of Active Spaces and the
Model-View-Control paradigm [5.7], Figure-5.8, for each device, Figure-5.7.



144

Departing - Interfacing
Web Service

Conversation

Arriving
Binding Web Service

Figure-5.6 The Amigo consideration of web-services transfer software

mechanism.

Active Space
Applications

Application
Framework

~ Event ntext

esence Context
Service Service

Middleware
Component Manager

Figure-5.8 The Applications Framework constituting elements.

The model for context relies on quaternary atomic predicates in the form [5.6,7]:
Context(< ContextType >,< Subject >,< Relater >,< Object >).

4. Application Approaches with the OSGi Platform: the Open Services Gateway
initiative (OSGIi, www.o0sgi.org) describes a services platform accessible with
Java providing registration and administration for the life-cycle of bundles, as
illustrated in Figure-5.9.
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The approach in [5.8] dispatches a service’s state to all devices within the user’s
context. Figure-5.10 presents COGITO [5.8,9] enabling a structure providing
context acquisition, storage, merging, and mapping of physical-virtual world.

ISR (Internet Suspend Resume mechanism) mechanism: employs the virtual
machine and the distributed file system [5.10,11] employing internet to support
mobility by suspending operation of applications at a location and resuming at
another, see Figure-5.11.

One.world: discovers services which migrate to support the user’s mobility based
on [5.12,13,14,15]: context, ad-hoc services, and information sharing. In Figure-
5.12 each node copies - calls applications, and relates with external events.

The TaskShadow approach: a framework mapping low-level services and high-
level user’s tasks using ontologies. The administration is performed using Petri-
nets [5.14], Figure-5.13, for migration, tasks’, service, and context management
modules [5.15].

The HI3 approach: it is based on a layered architecture separating abstractions
and allocating responsibilities to discrete modules [5.16], Figure-5.14.
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Figure-5.14 A block-diagram representation of the HI3architecture.

5.1.3 Migration Requirements

The requirements are specified by the medical and the operational
characteristics:

A. Functionality

a. Functional requirements: refer to the behavior of the model and include:
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Figure-5.15, a hierarchical structure referencing activities with varying
abstraction.

Figure-5.16 provides a vector representation of the interrelationships
of physical magnitudes of space, time, and domains and the levels of
activity abstraction.

identification of persons and a naming system to give identities to all

participating persons and entities, tangible and intangible, Figure-5.17.

b. Non-functional are distinguished into two parts: the participating stakeholders

and the required codifications. Specifically,

Stakeholders: refers to those of the authorities and those professional
roles that make the Home UbiHealth model effective and feasible
including the Healthcare System, the Government, the Market, the
Insurances, the Health Funds.

Codifications: refers to complete sets of structured data issued and
maintained by specializing authorities. Such sets provide detailed
identification and precise description of necessary data for the
operation of the Home UbiHealth model.

c. Domain requirements comprise the characteristics of the underlying medical

requirements for the support of the individual at home falling into three

categories: Personal care and well-being, Primary care, and Secondary care

medical services.

The software applications must present the following characteristics: Security and

privacy, Determinism, Reliability, Continuity of flow, Adaptation, Fault tolerance,

Scalability, Synchronization, Modularity, Connectivity, Reusability, and Proactivity.

B. Prerequisites: the functionality of the software applications poses the property of

service which includes the following:

a.
b.

C.

Roles of Producer, Registries, and Consumer.
Services with characteristics of quality, predictability, and promptness.
Objectives referring to goals, accountability, and relationships.

Operations discovery, composability, adaptation, and continuity.
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5.2 Polymorphism

The property of software applications to reform their internal structure
preserving the same functionality is considered as polymorphism. As the user
changes locations, different sets of devices provide support for the determined tasks.
In other words, the set of devices monitoring and preserving the health status at the
living room can be different than the set of devices supporting the individual at the
kitchen. Hence, control transfer or migration must take place transferring at least the
state, i.e., the data set, of the supporting application from one location to another at a
different device. The user’s mobility causes migration which, in turn, causes the use
of polymorphism because the state of the supporting application must be transferred
at another device, at another location within the house. If the departing and the
destination devices are of the same type, then, only the state of the application must
be transferred to the destination device which means that the values of the
application’s parameters must be transferred. In cases where the departing and the
destination devices are inhomogeneous then polymorphism must be applied

transferring a properly modified program along with its data.

5.2.1 Prerequisite for Autonomy

Migration must take place spontaneously and without the user’s intervention
and it must be decided by the supervising system involving the following set of
operations:

1. Activation: it is based on evidences from a variable or a set of parameters.
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2. Discovery: it refers to the available destinations with two options:

a. Self-discovery: it is aware about the availability and the IP address of the
destination.

b. Assisted discovery: it receives external assistance, e.g., from a dedicated
agent.

3. Selection: it considers the applied policies performing optimization with respect
to defined parameters, the similarity of the destination’s computing environment,
the time required for migration considering the transferring volumes, the
available bandwidth, and the expected user’s locations.

4. Preparation: it is about the process of storing the current state at the output buffers
of the device.

5. Polymorphism: it transfers the application using the results of optimization
concerning:

a. Data migration: it transfers the data segment of the departing device.
b. Data and program migration: there are two options:
i. The application modifies its content to meet the requirements at
destination.
ii. The application replaces the program and data segments with
compatible others.

6. Transfer: there are two alternatives depending on the location and the destination

device.
a. Direct transmission of the program and the data segments to the
destination.
b. External assistance is provided to control the transmission.
7. Acknowledgement: it notifies by a signal the operation’s proper completion.
8. Roll-Back: it resumes the transfer or makes different decisions allowing

reconsiderations.

The migration procedure is depicted in Figure-5.18 where polymorphism is applied
autonomously based on the optimization of the available criteria.

5.2.2 Applied Polymorphism
The limited availability of computing resources of an ordinary device in the

Home UbiHealth model requires the computer processing to be performed by a
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supporting infrastructure. There exist the following two migration cases for an

application’s transfer also illustrated in Figure-5.19:

1. Transfer of Data Segment: when the departing and the destination devices are
compatible.

2. Transfer of Data and Program Segments: when the departing and the destination
devices are heterogeneous and the program segment must be properly structured
to meet the requirements of the destination device and data segment adapted

accordingly.

Depending upon the adopted software technology, the replacement of parts of the
migrating software code can be performed in the following ways [5.18]:

1. Parametric: it adjusts the departing device’s data segment.

2. Inclusion/overriding: it is the case where the destination device’s computing
environment requires the replacement of parts or the entire program segment
by a set of program routines without recompilation of the program’s code.

3. Overloading: it is about the changes in the internal structure and contents of
the program’s segment to meet the computing requirements of the
destination’s environment. A different mix of subroutines is composed
preserving the same functionality.

4. Coercion: it refers to the administrative infrastructure when it replaces the
entire program segment of the departing device with an equivalent program
segment adapting the data segment in order to achieve the same functionality

at an identical semantic state.

5.2.3 Requirements for polymorphism

The Home UbiHealth model must be capable of supporting without
interventions the property of mobility. The operation of the model requires a
supporting framework that is aware of the information regarding the state of all
devices operating in the home environment, aware about the location and the
relations among all entities, it can make decisions based on the acquired information
to provide continuous support, and it can support migrations to achieve its goals.
Hence, the system must present the characteristics of autonomy and polymorphism

within an appropriate framework.
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5.3 Adjusting Control

The layered framework of the Home UbiHealth model is supported by
positive and negative feedback mechanisms to adjust the controlling parameters.

5.3.1 Negative Feedback mechanism

It refers to Mechnism-10 of Figure-3.11 which provides the virtual entities’
values, relations, and functionality back to the physical level. The administration of
smart devices requires tools common in Control Theory and cognitive approaches to
manage medical aspects. From a Control Theory point of view, the available testing
tools include the Observability, the examination of the output in order to provide the
expected input values, and Controllability tests, as well as the examination of the
input values of a system to provide the expected output.

Mechanism-10 must test in advance the future states of the system since some
of them are acceptable while others must be avoided. Mechanism-10 can bring the
system at certain desirable states based on the evidences provided by the tools such as
a Petri-net which can accomplish by the visualization. Hence, the tool of Reachability
is needed to test the capability to reach desired states. An arbitrary use of an
eigenvalue that satisfies the Controllability and Observability tests can be further
used to define the Stabilizability, which it ensures that the system is in desirable
states, and the Detectability, which it asserts that the system states are observable and
eventually reachable. Hence, there is a complete set of tools for the system’s

administration.

5.3.2 Positive Feedback Mechanism

The positive feedback mechanism sets some suggested values and at a later
stage finds out if succeeded to achieve the desired state. In Figure-3.11, Mechanism-9
plays a dual role, as a (i) positive feedback controller, and (ii) a processor feeding
with data the rules-based system. Mechanism-9 must have an interface to receive raw
data from the physical layer. Mechanism-9 accesses a rule-based system, updating
and redefining rules with the forward or the backward chaining method. Forward
chaining or data-driven reasoning refers to the operations that form rules given a set
of values representing conditions and the values representing the counterpart of the

conclusions. Backward chaining or goal-driven reasoning refers to the operations
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performed developing rules to use a set of given goals. The tree of rules involves (i)
evidence nodes, providing data operators, (ii) external nodes, providing calls to
procedures, and (iii) reference nodes, forming meta-rules to test policies.

5.3.3 Mechanisms Requirements

The required feature of adaptation must be performed in an autonomous
manner which means that the system must make its own decisions. A formal
description of the supporting system must be provided describing formally the
features of autonomy and the features of adaptation. In this direction, the design
principles of separating the concerns must be supported in order to have the
capability of developing software applications facing one problem at time. The
development of software applications must support the encapsulation of compound

attributes and properties without referring to each individual device.

Synopsis

The collaborating inhomogeneous and incompatible medical devices in the
Home UbiHealth environment are guided by a supporting computing infrastructure.
The computing infrastructure provides adequate support to the operating medical
devices administering the transfer of data and programs’ code between devices
achieving continuity of the user’s medical support. The programs’ migrations
between medical devices require the proper administration of the carried procedures
between a sender device and a receiver device. In some cases, the structure of the
migrating programs must be properly adjusted to meet the requirements by applying
the principle of polymorphism. Such a principle allows the formed system to operate
autonomously provided the availability of the necessary decisions-making
mechanisms.

The synchronization and the governance of the medical devices operational
behavior is obtained by the application of control principles and methods. Control is
focused on the patient with the adoption of properly designed controllers. The patient
is considered to be part of the controlling plant of the formed control system while
the role of the observer is shared among the treating medical professionals and the
patient demanding the satisfaction of personal preferences. In other words, the
formed system features both internal and external observers too. Therefore, the
upholding infrastructure takes over the responsibility for the guidance of the
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dispersed medical devices to meet the medical requirements and the personal

preferences of the supporting patient in the Home UbiHealth environment.
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CHAPTER 6. CONCLUSIONS

6.1 Results
6.2 Evaluation
6.3 Future Work

The Home UbiHealth model is described using Denotational Mathematics
providing the necessary independence to administer with algebraic means the
conceptual entities. Furthermore, the algebraic manipulation of concepts provides the
capability to administer complicated medical systems in unstructured environments
such as that of home. In the following paragraphs, the main achievements of this
thesis are presented along with criticisms about the benefits attained, a brief

discussion about the designed model, and suggestions for future research.

6.1 Results

The formal description of the Home UbiHealth system with Denotational
Mathematics provides the capability to design formal models for the provision of
healthcare services at home in a ubiquitous computing environment. The impact of
the formal design of the model has the following impacts:

(a) Results: the design considers the model of an open system including the entire
healthcare environment including the informal part of Primary Healthcare
which is home healthcare. The surrounding healthcare environment is a large
framework consisted of roles and authorities at the community, the regional,
and the national levels. The roles are comprised of the medical professionals,
the nursing personnel, the communities’ volunteers, and the family members.
Among the participating authorities are healthcare and governmental
organizations such as healthcare centers, hospitals, social security, health
funds, insurance, and the members of the market. The participating roles and

authorities in the model form a complicated system with the aim to support
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the individual at home. The supported individual is part of the model forming
a self-referenced system considering the control of the status of the
individual’s health. The complicated system is described formally with
Denotational Mathematics providing the adequate means to monitor, control,
and regulate the model. The design achieves the autonomous functioning of
the model using conceptual constructs instead of the analytical and detailed
values of signals from the dispersed devices in model’s environment. The
involvement of Denotational Mathematics provides the means to manipulate
algebraically defined artificial constructs such as processes, concepts, and
knowledge in order to personalize the treatments and the provision of medical

services at home.

(b) Usage: the model presents an internal infrastructure to accommodate,

facilitate, and manipulate the involved processes. Taking advantage of the
Denotational Mathematics component of Process Algebra provides the
capability to apply algebraic operations on the used constructs of processes,
concepts, and knowledge. The model’s infrastructure involves a layered
structure supported by peripheral components. The layered structure is
employed for the transformation of raw data into context, then turn context
into information, use information to develop context-awareness, and then,
transform context-awareness into processes, processes into concepts, and
concepts into knowledge. The concepts and the represented knowledge reside
onto the virtual level of the layered structure. The four employed peripheral
components operate in such a way to provide, first, the interface with the
devices and the entities of the surrounding (Event Driver), second, the
component through which the medical and personal constraints are introduced
to the model (Constraint Component), third, the required taxonomies
representing the required knowledge (Knowledge Component), and forth, the
controlling and regulating component equipped with controlling tools and
decision support facilities (Self-Controlling Component).

(c) Model’s Capabilities: the structured layer component of the model transforms

raw signals into concepts. The model employs Denotational Mathematics
tools to manipulate conceptual constructs using Real-Time Process Algebra
(RTPA), Concept Algebra, System Algebra, and Inference. Thus, the layered

structure of the model transforms raw data into concepts with which it is
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performed the administration of the model and, consequently, the status of the
individual’s health. Hence, instead of using a large number of detailed data
from the dispersed devices or the sources of data from outside of home, the
model uses the corresponding set of interrelated concepts with the analogous
values using the available algebras. The model applies control on the set of
the developing concepts which correspond to the received signals of the
occurring context. Depending upon the formed relations among concepts, the
model outputs data values directed to the connected dispersed devices in order
to allow the system to achieve its goals based on the decisions made
satisfying medical criteria. Hence, the model uses concepts in order to control
the connected ubiquitous computing devices in order to achieve its goals with
the decisions made acting autonomously.

(d) Benefits: from the medical point of view, the model offers the opportunity to
completely personalize the applied treatments and the followed cures. The
autonomous behavior of the model supports the individual’s health status with
a systemic approach based on the availability of medically defined goals
supported by control tools and the capability to perform knowledgeable
decisions to achieve the set goals. The individual’s health status is
characterized by a set of parameters providing the capability to consider the
state of the individual’s health as a system manipulating complex medical
relations. The model attempts to introduce formally the minimal
standardization to the informal part of Primary Healthcare supporting the
provision of healthcare at home. Also, the processes carried out by the
medical professionals are different than the way it was provided in the past
taking advantage of the ubiquitous computing characteristics for the patient’s
treatment at home. Moreover, the model provides a premature cognitive
computing environment with inference along with the perception capabilities

of systems with autonomous capabilities.

6.2 Evaluation

The purpose of the Home UbiHealth model is the medical control of an
individual’s health status. The complexity of the model increases considering all the
co-existing parameters related with cultural issues, social conditions, economic

prerequisites, political impacts, technical requirements, and specific necessities of
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medical treatments. The evaluation of the design of the Home UbiHealth model must
be based on defined criteria and applied methods while the achievement of the set
goals can either be described with quantitative and qualitative characteristics. The
performance of the designed model depends, on the one hand, on the number and the
type of sensing devices, and on the other hand, on the kind of actuating devices. In
other words, the system can respond to those concepts that can be sensed and can be
affected by the operation of the model. The model requires the employment of proper
interfacing modules in order to achieve the capability to communicate with the
devices in the ubiquitous computing home environment. The raised issues and
challenges related by the introduction of an operational Home UbiHealth model can
be classified as follows:

e Socio-political: it changes the social relations among the healthcare
stakeholder and the followed processes carrying out restructured healthcare
procedure with wider impacts on human and consumers behaviors with
respect to Social Security, Insurance, Healthcare Industry, and practicing
Medicine.

e Practicing Medicine: it provides plenty of accurate and, most probably, real-
time evidences about the individual’s medical treatment at home.

e Medical Professionals Collaboration: the healthcare services are provided by
a collaborating and synchronized team of professionals with discrete roles in
the medical care of the individuals’ at home revealing the need for the
introduction of new professional roles for caregivers.

e Learning and training: the model facilitates the means to provide formal
medical treatment at the informal part of the Primary Care of any Healthcare
System which is the medical cure at home. The medical professionals must
include in their training the use of the advantageous tools provided by the
model in their continuous battle against disease and death.

e Outcomes predictability: the designed model refers to a stochastic system in
spite of the fact that its constituting infrastructure is developed with
deterministic components. The stochastic characteristics are provided by the
involvement of the supported individual, with declared personalized
preferences, as a component of the formed system, as well as, the
consideration of the medical constraints placed by the charged medical

doctors and the associated medical knowledge. The use of protocols,
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treatments, and therapies tend to reduce the impact and the scope of the
stochastic influences but still dominates in most of the cases.

e Real versus Virtual: the occurring processes at the physical environment are
sensed, examined, analyzed, and tested within the conceptual infrastructure of
the model. The model aims to develop its augmented virtual counterpart upon
which all decisions are made in order to succeed in its mission supporting the
individual’s health status at home. The virtually developed conceptual model
of the occurring reality contains many relations and properties that it is
impossible to be revealed by the functioning sensors at the physical
environment. Thus, some sensed events can be completely independent at the
physical level while they can be associated and influenced at the virtual level
as a function of the holding level of scientific knowledge.

e Medical Knowledge: it dominates the operation of the designed model
affecting directly the type and kind of set goals to be achieved by the system,
the sort of decisions made in order to achieve the set goals, and the variety of
controlling parameters in the applied therapies. Using the representation of
medical knowledge, the signals and raw data received from the dispersed
devices in the ubiquitous computing home environment are transformed into
complete information, consistent knowledge, and usable concepts upon which

can be made intellectual decisions.

The operation of the Home UbiHealth model is based on the reception of signals and
raw data that, potentially, face problems related to the functioning environment as
well as the nature and the quality of the used devices. The surrounding operational
environment can introduce white noise at the operation of the model affecting the
fidelity of its efficiency. Similarly, the mobile devices and the limitation of the
supplied energy can cause abrupt failures that set the designed model incapable to
operate properly. Also, the applied noise on the operation of the dispersed devices,
e.g., the nearby operation of a motor from the home air-conditioning system, can
cause malfunctions to the devices that supply misleading or fluctuating data to the
modeled system. Moreover, the level of difficulty is augmented by the consideration
of the systematic errors included in the operation of the model introduced by the
influences received by the human interventions in the operation of the system such as
the placement of medical constraints or the declaration of personal preferences from
the supported individual.



162

In spite of the difficulties and the hostility of the home environment, the
model introduces the adequate level of standardization required to support the
individual’s health status. The designed model can cope with ambiguity and
imprecision introduced by the sensing network of devices by filtering them out using
fuzzy and fusion techniques with the Dempster-Shafer Theory of Evidences due to
the critical roles of time. Missing readings from the physical environment can cause
serious problems to the operation of the model that can either increase the sampling
rate to receive vital data the soonest possible or make inferences based on the
available set of data.

The appropriateness of the model functionality is based on the availability of
encoded medical knowledge. The designed model allows the medical professionals to
place constraints expressing the ordered therapies within the knowledge framework
formed by the associated ontologies. The model bases its decisions upon the
soundness and completeness of the available medical ontologies and their specialized
taxonomies. The set goals and the performed decisions are both based on the
collaborating ontologies forming a closed intellectual sub-system of predictable and
limited responsiveness to the limits of the encoded medical knowledge. The
embedded markov chains provide the required support for the required systemic
behavior of predictability providing the necessary means to medical professionals and
the supporting caregivers to base their therapeutic activities on evidences.

The Home UbiHealth model can use a large set of sensed signals and raw data
which are transformed into the corresponding set of interacting concepts of reduced
cardinality. The availability of the virtual counterpart of the real physical
environment provides the capability to vary the virtual representation of the physical
level depending upon the availability of the sensed data. Thus, testing the
achievement of goals and making decisions can be based on a smaller set of data at a
higher level inference. Hence, the model can perform on varying availability of
sensing devices. Also, the output of the designed model can drive the actuating
devices of the physical environment supporting autonomously the required migration
of running software applications from a device to another backing the individual’s
mobility. The functional behavior of the model bearing the administration of critical
time operations, the individual’s mobility, and the designed system’s autonomy
shows the adequate efficiency of the system to sustain the individual’s health status at
home with the necessary evidences.
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6.3 Future Work
The research achievements from the design of the Home UbiHealth model
offer the following directions for further research:

(a) Medicine: standardization of the available protocols, therapies, and treatments
supplying ontological entities with specialized scientific knowledge. Such an
effort must provide the proper parameterization in order to be administered by
the available level of computing processing. Also, the required
parameterization is going to provide the capability to personalize treatments
and medical therapies to the needs of the individual.

(b) Cognitive Computing: the exploration of the capability to perform intelligent
inferences and acquisition of perception mimicking the execution of
intellectual operation analogous to those of human brain. Also, the design of
the Home UbiHealth model can be enriched with a concepts parser to
examine and analyze the medical semantic status of the individual’s health
associated with the available medical ontologies.

(c) Home Healthcare: the formal incorporation of home healthcare into Primary
Care of a Healthcare System. The designed model provides a formal
description that promotes the collaboration of Healthcare and Social Security.

(d) Security and Privacy: taking advantage of the approaches of ubiquitous
computing environment at home and Internet of Things (IoT) raises issues
related to the protection of security and privacy at home. The designed model
must be supported by methods that ensure the proper access to the private
health information while permitting the remote collaboration of the needful

medical professionals.
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