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Abstract - This paper describes Pervasive 

Cyberinfrastructure for Personalized Learning and 

Instructional Support (PERCEPOLIS), where context-

aware recommendation algorithms facilitate 

personalized learning and instruction. Fundamental to 

PERCEPOLIS are (a) modular course development and 

offering, which increase the resolution of the curriculum 

and allow for finer-grained personalization of learning 

artifacts and associated data collection; (b) blended 

learning, which allows class time to be used for active 

learning, interactive problem solving and reflective 

instructional tasks; and (c) networked curricula, in 

which the components form a cohesive and strongly 

interconnected whole where learning in one area 

reinforces and supports learning in other areas. 

Intelligent software agents customize the content of a 

course for each learner, based on his or her academic 

profile and interests, aided by context-based 

recommendation algorithms. This paper provides an 

introduction to the PERCEPOLIS platform, with focus 

on these algorithms; and describes the educational 

research that underpins its design. 

 

Index Terms – Context-aware recommendation, Multi-agent 

software, Personalized learning, Pervasive computing. 

INTRODUCTION 

A pervasive learning environment is defined as a setting 

where learners can become completely immersed in the 

learning process [1]. The key technology enabling such 

learning environments is pervasive computing, where a wide 

variety of computing devices are transparently and 

gracefully leveraged for enrichment of our living and 

working spaces [2]. Advances in databases, distributed 

computing, computational intelligence, and especially 

pervasive computing can be used to fundamentally transform 

higher education and instructional design [3]. The pervasive 

learning facilitated by these technologies overcomes the 

limitations of traditional passive lecture-based classroom 

learning by providing learning materials to learners 

according to their profile, which includes information such 

as learning style, interests, level of knowledge, and goals. 

These abilities result from the anytime, anywhere access to 

educational materials facilitated by pervasive computing, 

and the adaptive and personalized learning that results from 

dynamic and intelligent recommendation of learning 

artifacts to each learner [1, 4, 5].  

Critical to the efficacy of this personalized learning is 

context-awareness of the recommendation procedure, which 

necessitates that context information be extracted, 

interpreted, and utilized for personalization by the 

underlying cyberinfrastructure. Context-awareness further 

requires that the functionality of the pervasive learning 

system be adapted based on its context at the time of use, 

leveraging context to supply applicable information and/or 

services to the user based on his or her behavior [6, 7]. More 

specifically, pervasive learning environments provide 

context-aware discovery and acquisition of the most 

appropriate educational resources from a potentially massive 

base [8]. 

This paper describes Pervasive Cyberinfrastructure for 

Personalized Learning and Instructional Support 

(PERCEPOLIS), which leverages context-aware pervasive 

computing to create an adaptive learning environment that 

facilitates resource sharing, collaboration, and personalized 

learning in higher education [3]. PERCEPOLIS promotes 

and enables three key changes to the currently dominant 

pedagogy: modular course development and offering, 

blended learning, and networked curricula. Modularity 

increases the resolution of the curriculum and allows for 

finer-grained personalization of learning artifacts and 

associated data collection. Blended learning allows class 

time to be used for active learning, interactive problem-

solving and reflective instructional tasks, rather than 

traditional lectures. In networked curricula, different courses 

form a cohesive and interconnected whole, and learning in 

one area reinforces and supports learning in others.   

Within the scope of pervasive computing, a simple 

example is a system where a person’s cellular phone 

automatically contacts his or her refrigerator, which 

responds with a list of its contents to inform the person of 

whether he or she has a sufficient supply of a particular item. 

The binary decision required in this example; i.e., whether or 

not a purchase is necessary, requires only trivial 

computational intelligence. The decision support required 

for personalized learning is significantly more sophisticated. 

In order to determine a personalized course trajectory for 

each learner, the system must select from a potentially large 

set the most appropriate learning materials for each learner, 

based on his or her background, interests, and needs. 

PERCEPOLIS requires a complex recommender system - as 

do most other pervasive learning environments, which 

leverage computational intelligence to recommend 

materials/resources; e.g., books, hyperlinks, and courses, 
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based on each learner’s profile and recommendations made 

to learners with similar profiles [8, 9]. 

As a result of inadequate filtering techniques, the 

recommender systems of existing pervasive learning 

platforms effectively ignore the dynamic interests and 

preferences, access patterns, and other attributes of learners 

[8]. One goal of PERCEPOLIS is to remedy this 

shortcoming, using a context-aware resource 

recommendation model. 

A noteworthy aspect of usage neglected by existing 

pervasive learning systems is the relevance of specific 

attributes, in particular environmental attributes, under given 

conditions. As an example, the networking capabilities of 

the user’s end system should play a significant role in 

determining the educational artifacts to be recommended, 

but are frequently neglected due to focus of the 

recommender system on matching the contents of artifacts 

with attributes directly related to the learner [8]. In contrast, 

the recommender system of PERCEPOLIS takes into 

account the attributes of both the learner and his or her 

environment. 

In brief, the novelty of PERCEPOLIS lies in its ability 

to leverage pervasive computing and communication 

through the use of intelligent software agents that use a 

learner’s academic profile and interests, as well as 

supplemental information such as his or her learning style 

and environment, to customize the content of a course for 

the learner [3]. Moreover, PERCEPOLIS is a global 

information sharing platform that acts as middleware 

connecting: a) databases housing learner profile information 

and b) instructional platforms or databases where 

educational artifacts are hosted. Figure 1 depicts an 

overview of the cyberinfrastructure. 

                           

 
FIGURE 1 

OVERVIEW OF PROPOSED CYBERINFRASTRUCTURE 

 

The remainder of this paper is organized as follows. In 

the next section, we provide a brief survey of related 

literature. The major components of PERCEPOLIS are 

subsequently introduced. The final section concludes the 

paper and describes enhancements planned for the platform. 

 

 

RELATED RESEARCH 

The computational intelligence that facilitates personalized 

learning in PERCEPOLIS relies on two major technologies: 

intelligent software agents and a context-aware 

recommender system [3]. A number of studies related to 

each category are summarized in this section of the paper.  

I. Intelligent Software Agents  

A software agent is a computer program that acts 

autonomously on behalf of a person or organization [10]. 

Agents can be particularly beneficial in pervasive learning 

environments, as they can assist in transparently managing 

information overload [11]. Leveraging pervasive computing 

and communications at various levels through the use of 

agent-based middleware is a defining feature of 

PERCEPOLIS. A number of existing personalized learning 

systems similarly employ multi-agent systems. We 

enumerate them below.  

Information Software Agent-Based E-Learning 

(ISABEL) is a platform that enables interaction between 

users and e-learning web sites and provides helpful 

suggestions about the educational resources available to 

learners [12]. ISABEL uses four types of agents: 1) device 

agents that monitor and profile each student's access device, 

2) student agents that construct a complete profile of each 

student’s interests, 3) tutor agents that interact with and 

identify similarities among a group of student agents 

characterized by a specific domain of interest, and 4) teacher 

agents that are associated with and manage the learning 

artifacts of an e-learning site.  

A pervasive learning infrastructure based on multi-agent 

system architecture is proposed in [13]. The infrastructure 

uses four types of agents. Location-aware learner agents are 

created for each learner logged in within a specific coverage 

area. An agent uses the learner’s preferences or previous 

behavior to populate the student model used by the 

infrastructure for storing and updating relevant information 

about learners. Connection agents are responsible for 

managing the connection between the mobile devices and 

the agent platform. Service agents are available for each 

service provided by the infrastructure. Finally, resource 

agents are responsible for managing resources. 

An adaptable and intelligent architecture for web-based 

distance education is presented in [14]. Three types of agents 

are utilized: 1) assistant agents that interact with students, 2) 

evaluation agents that update the student profile after 

evaluating the student, 3) pedagogical agents that generate 

and update course content based on student preferences, and 

4) expert agents that solve problems and exercises are 

pertinent to a course. 

The design and development of an integration platform 

that enhances assessment agents for e-learning environments 

is presented in [15]. The proposed agent platform can 

support various intelligent agents that provide assessment 

services based on computational intelligence techniques 

such as Bayesian networks and genetic algorithms. 
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An Agent Based Intelligent Tutoring System for 

Distance Learning (ABITS) is proposed in [16]. Three types 

of agents are employed in the system: 1) evaluation agents 

responsible for evaluating and updating student models; i.e., 

the cognitive state and learning preferences for each student; 

2) pedagogical agents that evaluate and update curricula; 

and 3) affective agents that evaluate and update learning 

preferences. 

In Section 3, we discuss the intelligent software agent 

model employed by PERCEPOLIS. We utilize mobile 

agents for more dynamic and robust implementation of the 

artifacts developed. Resulting advantages include reduced 

communication cost and power consumption and improved 

response time, as reported in [17]. We enable inference 

capability in the agents by providing special services in the 

proposed context-aware recommender system, as 

subsequently discussed. This intelligence reduces the 

communication cost between learners and the environment - 

a key concern in pervasive systems [18]. 

II. Context-Based Recommender Systems  

In this section, we first define context-aware recommender 

systems; then discuss related literature; and finally, describe 

the capabilities of our context-aware recommender system.  

Recommender systems assist users in making an 

informed selection of one or more items; e.g., books, 

articles, movies; from a pool of candidates [19]. The context 

considered by such systems in making the recommendation 

is broadly defined as any information that can be used to 

characterize an entity such as a person [20]. 

The educational recommender systems developed over 

the past decade have considered only two types of entities: 

learners and items, and do not consider context information 

in making recommendations. However, context-aware 

resource recommendation can play an important role in 

pervasive learning environments [8]. Two general 

approaches to leveraging contextual information in 

recommendation processes are (1) recommendation via 

context-driven query and search, and (2) recommendation 

via contextual preference elicitation and estimation [21]. 

In the first approach, the obtained contextual 

information is used to submit a query or search a repository 

of resources, and then present the most appropriate matching 

resources to the learner. In contrast, the second approach 

tries to understand and model the needs and interests of each 

learner by following his or her interactions (as well as those 

of other learners) with the educational system, or by 

receiving preference feedback from the learner on previously 

recommended learning artifacts. 

The influence of pervasive games on English learning 

achievement and motivation is investigated in [22], through 

a context-aware pervasive learning environment denoted as 

Handheld English Language Learning Organization 

(HELLO). The system utilizes sensors, augmented reality, 

the Internet, pervasive computing, and related information 

technologies. 

JAPELAS is a context-aware support system for the 

learning of formal expressions in Japanese [23]. The system 

can recommend appropriate expressions to learners, 

according to his or her situation and personal profile. 

ePH, a system that enables the sharing of public-interest 

information that can be accessed via always-on, context-

aware services has been described in [24]. A multi-agent 

architecture and multi-dimensional context model are 

employed by the system. 

Addressing the gap between the learning accomplished 

during indoor computer-based learning activities in 

comparison to outdoor field trips is the objective of the 

system described in [25]. The solution proposed is the use of 

pervasive learning systems where mobile devices can be 

used to collect and report contextual information, which can 

be commented on by other users who may be in different 

physical or virtual environments. 

PERKAM is a pervasive computing environment that 

allows learners to share knowledge, interact, collaborate, and 

exchange individual experiences. Radio-frequency 

identification (RFID) is used to identify and profile the 

learner, objects, location, and environment; and to 

recommend the most appropriate learning materials [26]. 

The following four drawbacks have been enumerated in 

[8] for the learning context-based recommender systems 

currently used in pervasive learning systems.  

 Existing recommendation algorithms are based on either 

content-filtering or collaborative recommendation 

algorithms. The authors assert that neither category is 

sufficient on its own. 

 The recommendation techniques surveyed do not take 

into account the access time of historical records. If the 

learners’ interests change with the lapse of time, this 

change will not be observed.  

 Due to the repeatability and periodicity of the learning 

process, dependence relationships are likely to occur 

among learners’ historical access records. These 

relationships are not taken into account by the 

recommender systems. 

 These systems focus on logical attributes; e.g., 

similarity among learners’ preferences, and neglect 

situational attributes. For instance, pervasive learning 

environments should support a broad range of devices, 

from desktop computers to smart phones. Consequently, 

they should be able to account for device (and network) 

capabilities when recommending learning artifacts. 

We describe the context-based recommender system 

employed by PERCEPOLIS in the following section. We 

employ both content-based filtering and collaborative 

filtering techniques and account for the dynamic nature of 

learning processes and environments. 

FEATURES AND COMPONENTS OF PERCEPOLIS 

One of the key features of PERCEPOLIS is its modular 

approach to course development and offering, which enables 

finer-grained personalization of learning and data collection 

processes by increasing the resolution of the curriculum. 
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Each course is decomposed into several content modules - 

some mandatory, and others that are elective. Mandatory 

modules are dictated by course and curriculum objectives, 

and elective modules can be chosen to supplement the 

learner’s knowledge of prerequisites or to engage an 

interested learner in more advanced topics. Each module as a 

standalone object has its own learning artifacts, such as 

prerequisite modules, lecture notes, problems, sample 

solutions, and programming or laboratory exercises. 

Modules in different courses can be linked to each other, 

facilitating implementation of a networked curricular model. 

The most appropriate elective courses and modules for each 

learner are determined by recommendation algorithms, as 

outlined earlier in this paper.  

PERCEPOLIS is composed of three major components: 

i) a multi-database system that stores, integrates, and 

retrieves  learning artifacts; ii) a context-aware recommender 

system responsible for identification of the most appropriate 

and beneficial learning artifacts for each learner, based on 

context that includes the learner’s needs and interests; and 

iii) an intelligent multi-agent system. We articulate the 

details of ii) and iii) in the remainder of this section. 

I. Recommendation Algorithms  

The focus of content-based filtering techniques is solely on 

identifying resources that are similar to what learners have 

accessed in the past.  This complicates the recommendation 

of new learning artifacts. Collaborative filtering techniques 

consider only similarities among learners’ rating 

information, and as a result neglect content-based 

relationships among resources [8, 19]. To alleviate these 

shortcomings, we employ a combination of content- and 

collaborative-based filtering techniques in designing 

recommendation algorithms for PERCEPOLIS.  

 Two types of contextual information are utilized: 

 Explicit contextual information: Provided directly by 

the learner or institution by completing surveys. This 

information can be classified into four categories: 

a. Learner profile: including academic records (list of 

courses and modules passed, grades, GPA, target 

degree, major, etc.), and personal profile (location, 

disabilities, interests, needs and skills). 

b. Module profile: including information such as 

prerequisites, contents (by topic and learning 

artifact), and author. 

c. Instructor profile: including a list of courses taught, 

skills, research interests, etc. 

d. Environment profile: including information about 

the institution and facilities; e.g., list of laboratories, 

disability accommodations, and computing facilities.  

 Implicit contextual information: This information is 

inferred, and falls into one of two categories: 

a. Learner tacit profile: such as learning style; 

learner’s infrastructure (device, operating system, 

networking); access records; tacit skills, e.g. passing 

a certain module may enable a new skill; skill level; 

e.g., amateur or professional; tacit interests, e.g. 

passing a certain module with high grade may reflect 

the learner’s interest in that topic. 

b. Module tacit profile: such as level of difficulty 

(inferred from the grades), audience (based on 

frequency of use in specific courses, or learners who 

have taken the module). 

 

PERCEPOLIS includes algorithms for the following 

tasks: 

 Recommending the N most appropriate courses for 

the learner: The algorithms for recommending courses 

offered in and outside of the learner’s department, 

respectively, are depicted in Figure 2. 

 Recommending the N most appropriate elective 

modules for each course selected: The algorithm for 

selecting elective modules is depicted in Figure 3. For 

mandatory modules, the system needs to check whether 

the learner has already passed the mandatory module. If 

the learner is interested in learning more about the topic, 

the system will recommend follow-up modules that can 

be taken for extra credit. These follow-up modules can 

be identified with the help of the algorithm proposed for 

elective modules, described later in this paper.       

  

The interests and needs of a learner may change in the 

course of his or her perusal of learning artifacts. 

PERCEPOLIS recognizes this dynamism by providing 

updated recommendations in the course of the learning 

process, based on the progress of the learner in the target 

course. Moreover, the content of the selected modules is 

updated based on the learner’s computing infrastructure, 

which includes bandwidth, access device, etc. 

 Another important issue considered in recommendation 

algorithms is local autonomy and heterogeneity of the 

databases housing the learning artifacts. The search routine 

depicted in Figure 4, and used by the recommendation 

algorithms in Figure 3, is based on the Summary Schemas 

Model (SSM). SSM was developed to provide linguistic 

support for automatic determination of semantic similarity 

between different access terms [27]. The SSM leverages 

specific linguistic relationships between schema terms to 

create a hierarchical global data structure that describes the 

availability of information in all local databases. The 

semantic relationships used in the SSM taxonomy are 

synonymy and hypernymy/hyponymy. The hypernym of a 

word is a term with a more general meaning, such as cat for 

lion. The opposite relationship - a more specific meaning, is 

denoted as hyponymy, such as tiger for cat. Synonym links 

are symmetrical. Hypernym and hyponym links are 

reciprocal. 

The SSM taxonomy used by the search algorithm is 

based on the concept of a federated database system, which 

is defined as a collection of cooperating database systems 

that are autonomous and possibly heterogeneous [28]. In the 

proposed hierarchy, leaf nodes are module schema, such as 

the “Random Access Memory” module; and higher nodes 

are course schema, such as the “High Performance 
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Computer Architecture; domain schema, such as “Computer 

Architecture”; department schema, such as “Computer 

Science”; and finally, institution schema, such as “Missouri 

University of Science and Technology”.    

II. Intelligent Software Agent Model  

PERCEPOLIS recognizes three sets of entities as comprising 

the educational environment: i) the set of 

instructors/advisors, I; ii) the set of learners, L; and iii) the 

set of courses, C. Each course c   C is a collection of 

interrelated mandatory and elective modules. Each of I, L, 

and C is represented by a community of software agents that 

communicate and negotiate with each other and use the 

recommendation algorithms described in the previous 

section to determine the best trajectory for each learner 

through a course or curriculum. 

 More specifically, when a learner, L, is required to take 

a course, C, an agent, DLC is created to represent the learner 

in that course. DLC gathers explicit context information about 

the learner’s profile and infers implicit context information 

about the learner’s academic background, interests, needs, 

and skills. DLC recommends the top N elective courses to the 

learner with the help of the recommendation algorithm 

depicted in Figure 2. Moreover, after the learner selects 

her/his desired courses, then DLC (with the help of the 

recommendation algorithm shown in Figure 3 and 

interaction with the agents of course modules) identifies a 

personalized trajectory of mandatory/elective modules and 

learning artifacts for the learner. Furthermore, DLC ensures 

that the learner peruses required material - notes, sample 

programs, exercises, and the like. DLC also alerts the learner 

to timelines, class schedules, learning/discussion schedules, 

project deadlines, appointments with the instructor, and 

corresponding preparations. The instructor agent for the 

course, DIC, ensures that the learner meets all requirements 

for each mandatory module, and collaborates with DLC to 

ensure that the learner is supplied with all required course 

material. DIC also informs the instructor about the progress 

of the learner and alerts the instructor whenever the learner 

is progressing too slowly or too rapidly. 

CONCLUSION 

In this paper, we introduced PERCEPOLIS, a pervasive 

learning cyberinfrastructure that facilitates self-paced 

personalized learning. We proposed a context-based 

recommender system that utilizes a combination of content-

based and collaborative filtering techniques to determine the 

most appropriate and beneficial educational artifacts for each 

learner, based on a wide array of learner attributes and 

environmental considerations. We also described three types 

of intelligent software agents that execute these algorithms: 

1) learner agents, 2) instructor agents, and 3) course agents. 

The agents communicate with each other and use the 

services provided by recommender systems (such as our 

proposed recommendation algorithms) to personalize a 

learning trajectory for the learner and manage the learning 

process by checking his or her progress.  

Extensions to this research planned for the immediate 

future include enhancement and predictive modeling of the 

recommendation algorithms for performance and accuracy, 

and implementation of a complete prototype of the 

cyberinfrastructure. 

 

 

                            

 
FIGURE 2 

RECOMMENDATION ALGORITHM FOR ELECTIVE COURSES 

 

 

 

 

 

                

 
FIGURE 3 

RECOMMENDATION ALGORITHM FOR FINDING THE N MOST APPROPRIATE 

ELECTIVE MODULES FOR SELECTED COURSES 
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FIGURE 4 

PROPOSED SEARCH ALGORITHM (BASED ON SUMMARY SCHEMA MODEL)  
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